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Introduction

This document provides an overview on Ansible and AWX features and hands on tutorials.

Installation

Please refer to the following link: https://docs.ansible.com/ansible/latest/installation_guide/
intro_installation.html

CentOS Red Hat Installation

These are the steps to install AWX/Ansible on top of CentOS/RHEL:

#EPEL Repo
yum -y install epel-release

# Install Additional Packages

yum -y install git gettext ansible docker nodejs npm gcc-c++ bzip2

yum -y install python-docker-py

# Run Docker
systemctl start docker
systemctl enable docker


https://docs.ansible.com/ansible/latest/installation_guide/intro_installation.html
https://docs.ansible.com/ansible/latest/installation_guide/intro_installation.html
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# Clone AWX Repo and Deploy
git clone https://github.com/ansible/awx.git

cd awx/installer/

ansible-playbook -i inventory install.yml

Notes

You might need to modify git commands that access remote repositories if your internet access
is through a proxy server. Once you have obtained the proxy settings (server URL, port,
username and password); you need to configure your git as follows:

# git config --global http.proxy http://<username>:<password>@<proxy-
server-url>:<port>

You would need to replace <username>, <password>, <proxy-server-url>, <port> with the
values specific to your proxy server credentials.

If you do not specify “project_data_dir=/var/lib/awx/projects” during the deployment, you can’t
use Manual SCM. You might face issue while creating the new project.

If you are behind an HTTP or HTTPS proxy server, you need to add the proxy configuration in
the Docker systemd service file.

Docker

AWX relies on five Docker containers provided by Red Hat Ansible in Docker Hub (https://
hub.docker.com/u/ansible).

The Ansible installation creates a PostgreSQL database that will be in one container and will
create the AWX one that contains the web tier, the engine, a cache and a queue:

*  AWX Web. Server which provides HTTP GUI access.
* AWX Task. Engine responsible of providing API interworking for solution components.
* RabbitMg. Acting as a messaging broker between solution components.

* Memcached. Memcached is a general-purpose distributed memory caching system. It is
used to speed up dynamic database-driven websites by caching data and objects in RAM to
reduce the number of times an external data source (such as a database or APIl) must be
read.

* Postgres database. AWX requires access to a PostgreSQL database, and by default, one
will be created and deployed in a container, and data will be persisted to a host volume.

Docker Getting Started

Once Docker is installed, open a terminal and type the following commands:

#docker info
#docker -v

If the installation worked, you will see a bunch of information about your Docker installation and
docker version running:

# docker -v


https://github.com/ansible/awx.git
https://hub.docker.com/u/ansible
https://hub.docker.com/u/ansible
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# docker info

Containers: 0

Running: 0

Paused: 0

Stopped: 0
Images: 0

Server Version: 1.13.1

Storage Driver: overlay2
Backing Filesystem: extfs
Supports d_type: true

Native Overlay Diff: true
Logging Driver: journald
Cgroup Driver: systemd
Plugins:

Volume: local

Network: bridge host macvlan null overlay
Authorization: rhel-push-plugin
Swarm: inactive

Runtimes: docker-runc runc

Default Runtime: docker-runc

You can list the containers that are running by issuing the following command:

# docker ps

CONTAINER ID IMAGE

COMMAND CREATED STATUS

PORTS NAMES

28143772a881 ansible/awx_task:2.1.2 "/tini -- /bin/

sh.." 19 minutes ago  Up 19 minutes 8052/

tcp awx_task

ded05efa006d ansible/awx_web:2.1.2 "/tini -- /bin/

sh.." 19 minutes ago  Up 19 minutes 0.0.0.0:80->8052/

tcp awx_web

ar’6b6bar798abb memcached:alpine "docker-entrypoint..."
43 hours ago Up 6 hours 11211/

ArmmannAbhAA
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Use the command "docker exec -it <container ID> /bin/bash" to get a bash shell in the
container:

[root@RedhatNewAnsible projects]# docker exec -it ded05efa006d /bin/
bash

[root@awxweb awx]# Is

awxfifo favicon.ico projects public supervisord.log supervisord.pid
venv wsgi.py

[root@awxweb awx]# exit
exit
[root@RedhatNewAnsible projects]#

Docker Useful Commands

Stops one or more containers.

docker stop my_container

Stop all running containers:

docker stop $(docker ps -a -q)

The following command does not attempt to shut down the process gracefully first:

docker Kill my_container

Start one or more containers:

docker start my_container

This command displays the logs of a container:

docker logs --follow my_container

Remove one or more containers:

docker rm my_container
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Remove one or more images:

docker rmi my_image

Running Ansible on your laptop

Vagrant is a tool for building and managing virtual machine environments. Vagrant provides
easy to configure, reproducible, and portable work environments built on top of industry-
standard technology.

Installing Vagrant
First of all, request local admin rights in advance to install the required software.
Download Virtualbox: https://www.virtualbox.org and install it.

Y

]
search
Login  Preferences

Download VirtualBox

Here you will find links to VirtualBox binaries and its source code.

About

Screenshots VirtualBox binaries

Downloads By downloading, you agree to the terms and conditions of the respective license.

Documentation If you're looking for the latest VirtualBox 5.2 packages, see VirtualBox 5.2 builds. Please also use version 5.2 if you still need support for 32-bit hosts, as this has been
End-user docs discontinued in 6.0. Version 5.2 will remain supported until July 2020.
Technical docs VirtualBox 6.0.8 platform packages

Contribute

* =*Windows hosts
Community o 0S X hosts

e Linux distributions
* - Solaris hosts

Download Vagrant: https://www.vagrantup.com for your operating system.
ﬁ-lJ HashiCorp Learn how Vagrant fits into the () HashiCorp Suite

v Vagrant Intro  Docs Book VMware Community [ Download [J GitHub

» Downloads Download Vagrant

Below are the available downloads for the latest version of Vagrant (2.2.4). Please download the proper package for your

operating system and architecture.

You can find the SHA256 checksums for Vagrant 2.2.4 online and you can verify the checksum's signature file , which has

been signed using HashiCorp's GPG key. You can also download older versions of Vagrant from the releases service.

Check out the v2.2.4 CHANGELOG for information on the latest release.

Debian

32-bit | 64-bit

mM Windows
|

32-bit | 64-bit

Ensure that Vagrant is properly installed by issuing the "vagrant" command as shown below:


https://www.virtualbox.org
https://www.vagrantup.com
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- shared vagrant
Usage: vagrant [options] <command> [<args>]

-v, --version Print the version and exit.
-h, --help Print this help.

Common commands :
box manages boxes: installation, removal, etc.
cloud manages everything related to Vagrant Cloud
destroy stops and deletes all traces of the vagrant machine
global-status  outputs status Vagrant environments for this user
halt stops the vagrant machine
help shows the help for a subcommand
init initializes a new Vagrant environment by creating a Vagrantfile
login
package packages a running vagrant environment into a box
plugin manages plugins: install, uninstall, update, etc.
port displays information about guest port mappings
powershell connects to machine via powershell remoting
provision provisions the vagrant machine
push deploys code in this environment to a configured destination
rdp connects to machine via RDP
reload restarts vagrant machine, loads new Vagrantfile configuration
resume resume a suspended vagrant machine
snapshot manages snapshots: saving, restoring, etc.
ssh connects to machine via SSH

Create a local directory and then make a shared folder.

sudo mkdir centos7
cd centos7
sudo mkdir shared

Download the boxes you need to deploy from Vagrant Cloud: https://app.vagrantup.com/boxes/
search (i.e. centos/7)

HashiCorp
v Vagra nt clou d Search Pricing Vagrant Help Create an Account Sign In

Discover Vagrant Boxes

boar’m for boxes by operating system, included software, architecture and more Q
Provider [ virtualbox [vmware [ libvirt [ more ~ ] Sort by Recently Created | Recently Updated |
Downloads Released
ubuntu/trusty64 20190429.0.1 30,385,378 20 days ago

Official Ubuntu Server 14.04 LTS (Trusty Tahr) builds

Downloads Released
13,509,483 5 days ago

laravel/homestead 8.0.0-alpha2

Official Laravel local development box.

. . Downloads Released
rrl hashicorp/precise64 1.1.0 6.757.607 about 5 years

A standard Ubuntu 12.04 LTS 64-bit box. ago

Downloads Released

and 3 more providers 4,957,186 3 months ago

g centos/71902.01

CentdS  CentOS Linux 7 x86_64 Vagrant Box

The command below downloads a centos 7 box

sudo vagrant box add centos/7


https://app.vagrantup.com/boxes/search
https://app.vagrantup.com/boxes/search

Ansible AWX - Getting Started

In this case, | am downloading a box called "jumperfly/ansible-2.8" which provides Ansible
already installed.

NOTE: This is not an official box so be aware of the security risks.

= shared sudo vagrant box add jumperfly/ansible-2.8
Loading metadata for box 'jumperfly/ansible-2.8"
/vagrantcloud. com/jumperfly/ansible-2.8
mperfly/ansible-2.8" (v@.4) for provider: virtualbox

: Download redirected to host: vagrantcloud-files-production.s3.amazonaws.com
: Successfully added box 'jumperfly/ansible-2.8"' (v@.4) for 'virtualbox'!

Next step is to initialise the box.

sudo vagrant init centos/7

= shared sudo vagrant init jumperfly/ansible-2.8
A “Vagrantfile® has been placed in this directory. You are now

ready to “vagrant up® your first virtual environment! Please read
the comments in the Vagrantfile as well as documentation on
“vagrantup. com® for more information on using Vagrant.

Launch your VM by issuing the command below:

sudo vagrant up

=+ shared sudo vagrant up

Bringing machine 'default' up with 'virtualbox' provider
default: Importing base box 'jumperfly/ansible-2.8'
default: Matching MAC address for NAT networking...
default: Checking if box 'jumperfly/ansible-2.8' version '0.4" is up to date
default: Setting the name of the WM: shared_default_1559560597449_69029
default: Clearing any previously set network interfaces...
default: Preparing network interfaces based on configuration...
default: Adapter 1: nat
default: Forwarding ports...
default: 22 (guest) => 2222 (host) (adapter 1)
default: Booting WM. ..
default: Waiting for machine to boot. This may take a few minutes...
default: SSH address: 127.0.0.1:2222
default: SSH username: vagrant
default: SSH auth method: private key
default:
default: Vagrant insecure key detected. Vagrant will automatically replace
default: this with a newly generated keypair for better security.
default:
default: Inserting generated public key within guest
default: Removing insecure key from the guest if it's present...
default: Key inserted! Disconnecting and reconnecting using new SSH key. ..
default: Machine booted and ready!
default: Checking for guest additions in W
default: Mounting shared folders...
default: /vagrant => /tower/shared

Access the VM initiated. In this case, Ansible is already installed ("ansible --version").

sudo vagrant ssh

- shared sudo vagrant ssh
-bash: warning: setlocale: LC_CTYPE: cannot change locale (UTF-8): No such file or directory
[vagrant@centos-7-base ~]$ ansible --version

ansible 2.

config file = None

configured module search path = [u'/home/vagrant/.ansible/plugins/modules’, u'/usr/share/ansible/plugins/modules']
ansible python module location = /usr/lib/python2.7/site-packages/ansible

executable location = /usr/bin/ansible

python version 5 (default, Apr 9 2019, 14:30:50) [GCC 4.8.5 20150623 (Red Hat 4.8.5-36)]

Vagrant Basic Commands
Navigate to the folder which stores your Vagrantfile and pause the VM

sudo vagrant suspend
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Switch off the VM

sudo vagrant halt

Destroy the VM

sudo vagrant destroy

Quick Start

Concepts

Ansible Engine

Inventory

The Ansible inventory file defines the hosts and groups of hosts upon which commands,
modules, and tasks in a playbook operate. The file can be in one of many formats depending on
your Ansible environment and plugins. The default location for the inventory file is /etc/ansible/
hosts. If necessary, you can also create project-specific inventory files in alternate locations.

The inventory file can list individual hosts or user-defined groups of hosts. For example, if you
are managing one or more data centers, you can create Ansible groups for those
components that require the same set of operations.

YAML
YAML stands for "YAML Ain't Markup Language" (Please refer to: https://yaml.org ).

it is basically a human-readable structured data format. It is less complex and ungainly than
XML or JSON, but provides similar capabilities.

There are some rules that YAML has in place to avoid issues related to ambiguity. These rules
make it possible for a single YAML file to be interpreted consistently, regardless of which library
is being used to interpret it.

* YAML files should end in .yaml.
* YAML is case sensitive.
* YAML uses a fixed indentation scheme to represent relationships between data layers.

* Dictionary keys are represented in YAML as strings terminated by a trailing colon. Values
are represented by either a string following the colon, separated by a space.

* To represent lists of items, a single dash followed by a space is used. Multiple items are a
part of the same list as a function of their having the same level of indentation.

The following example represents a YAML playbook:

- name: confiqure interface settings ios confiq: lines: - description

10
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Configuration File

Certain settings in Ansible are adjustable via a configuration file (ansible.cfg). The stock
configuration should be sufficient for most users, but there may be reasons you would want to
change them.

Configuration file which will be processed in the following order:
1. Environment variable: ANSIBLE_CONFIG

2. Actual directory "ansible.cfg" file.

3. Home directory "ansible.cfg" file.
4

Configuration file stored in "/etc/ansible/ansible.cfg".

Option Default Value Description

inventory letc/ansible/hosts  Inventory location

forks 5 Specify number of parallel processes to use

remote_port 22 Remote SSH port

host_key checking true Check host key installed

timeout 10 SSH connection timeout in seconds

remote_user root Remote connection user

become false Run operations with become (does not imply
password prompting)

become_method sudo Privilege escalation method to use

pipelining false Reduces the number of network operations

required to execute a module on the remote
server, by executing many Ansible modules
without actual file transfer.This can result in a very
significant performance improvement when
enabled

Please refer to Ansible documentation for more details: https://docs.ansible.com/ansible/latest/
reference_appendices/config.html

Playbooks

Playbooks are Ansible’s configuration, deployment, and orchestration language. Playbooks are
designed to be human-readable and are developed in a basic text language. There are multiple
ways to organize playbooks and the files they include.

Modules

Ansible ships with a number of modules (called the ‘module library’) that can be executed
directly on remote hosts or through playbooks. Users can also write their own modules. These
modules can control system resources, like services, packages, or files , or handle executing
system commands.

Ansible modules: https://docs.ansible.com/ansible/latest/modules/list_of all_modules.html

11
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ocumentation ANSIBLEFEST PRODUCTS COMMUNITY WEBINARS & TRAININ BLOG

Docs » All modules

documentation archive. All modules

a10_server - Manage A10 Networks AX/SoftAX/Thunder/vThunder devices’ server object
a10_server_axapi3 - Manage A10 Networks AX/SoftAX/Thunder/vThunder devices
a10_service_group - Manage A10 Networks AX/SoftAX/Thunder/vThunder devices’ service groups
a10_virtual_server - Manage A10 Networks AX/SoftAX/Thunder/vThunder devices' virtual servers

Installation Guide

aci_aaa_user - Manage AAA users (aaa:User)
aci_aaa_user_certificate - Manage AAA user certificates (aaa:UserCert)
aci_access_port_block_to_access_port - Manage port blocks of Fabric interface policy leaf profile interface selectors (infra:HPortS,

Ansible Porting Guides

@ User Guide infra:PortBIk)
aci_access_port_to_interface_policy_leaf_profile - Manage Fabric interface policy leaf profile interface selectors (infra:HPortS,
infra:RsAccBaseGrp, infra:PortBIk)
aci_access_sub_port_block_to_access_port - Manage sub port blocks of Fabric interface policy leaf profile interface selectors
Working with Command Line Tools (infra:HPortS, infra:SubPortBlk)
ik aci_aep - Manage attachable Access Entity Profile (AEP) objects (infra:AttEntityP, infra:ProvAcc)
aci_aep_to_domain - Bind AEPs to Physical or Virtual Domains (infra:RsDomP)
aci_ap - Manage top level Application Profile (AP) objects (fv:Ap)
aci_bd - Manage Bridge Domains (BD) objects (fv:BD)
aci_bd_subnet - Manage Subnets (fv:Subnet)
aci_bd_to_I3out - Bind Bridge Domain to L3 Out (fv:RsBDToOut)

Ansible Quickstart

Getting Started

Introduction To Ad-Hoc Comma

Working with Inventory

Working With Dynamic Inventory

Working With Playbooks

Understanding Privilege Escalation

The following command displays the list of available modules:

#ansible-doc - | more

oot@RedhatNewAnsible:~ [_[O]x]

_policy_leaf_profile

Narrow down modules related to ASA devices:

#ansible-doc -I | more | grep asa

oot@RedhatNewAnsible:~ [_[O]x]

dhati

Show actions that a module can perform:

ansible-doc -s module_name

12
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1: network cli' and Ck

Ansible Tower - AWX

The concepts across Ansible Engine and AWX (Ansible Tower) are the same. However, the GUI
provided by AWX makes workflows being configured in a different way.

For running an Ansible Playbook with AWX, you need to configure the following items:
1. Credentials: User name/password or ssh key to connect to remote component.
2. Project: It contains the Ansible playbook, config, roles, templates etc.

3. Inventories: What servers the playbook will run against and connection specific
configuration.

Templates: Job template to associate all of the above and run the playbook

Launch Templates: Launching current project.

For instance, credentials (1) for a CPE device (Credential Type = Network) are created by
typing the username and password value pair.

-

NEW CREDENTIAL

CRIPTION @

Customer 15 - CPE01 VG 202 XM Q | Defauit

CREDENTIAL TYPE @

Q | Network

TYPE DETAILS

admin SHOW | eeees

Next step requires creating a new Project (2) which is using Git as source.

13
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& admin i) & [0)

PROJECTS / CPE I0S Upgrade L

Dashboard
& CPE 105 Upgrade

I Jobs

PP | ecovissions | | NoTFCATons | [ JosTEMpLATES | [ schebutes
Schedules. i .
* NAME DESCRIPTION * ORGANIZATION
My View
CPE 105 Upgrade Q| pefault
=
- *scMTYPE
Templates
| Git -
Credentials
SOURCE DETAILS
Projects
*SCMURL @ SCM BRANCH/TAG/COMMIT SCM CREDENTIAL
S https://github.com/jbaltar2/cpe-upgrade Q

Inventory Scripts
R SCM UPDATE OPTIONS

O Clean®
[ Delete on Update ©
Organizations [ Update Revision on Launch @

Users

o

Once the Project is saved, click on Inventories (3), create the corresponding one and add Hosts
to it as shown below:

Samn @ & O
INVENTORIES /_Customer 15 VGs / HOSTS e

oatboard
& Customer 15 VGs

2 jobs
["oemaus | [ penmssions | [ aroups | sources | | compLeTenjoss
Schedules B B
My View [ Q| ke | RUN COMMANDS
HOSTS “ RELATED GROUPS ACTIONS
Templates
& O @I o 172292917 s @

Credentials

Projects

Inventories

| 3l (=

Organizations

" NAME < TvE ¢ ORGANIZATION ACTIONS
jsers
I ae Customer 15 VGs Inventory Default @ @
Teams
O - Demo Inventory Inventory Default S A B
B credential ypes S

& notications

&amn @ & O

creare st
s
S
* HOST NAME @ DESCRIPTION
172.29.29.17 Customer 15 CPE 01

variseies © [N
1
Credentials

Projects

Inventories

Inventory Scripts

we | (BB

Lets create a Job Template (4) which associated all the above: the inventory, credential and the
Project which stores the list of playbooks.

14
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& admin i) &8 [0}

TEMPLATES / Retrieve Current I0S Version for CPES e

VIEws

@ Dpashboard

Retrieve Current 10S Version for CPEs

DETAILS pERMISsIoNs | [ NomFicaTioNs | | compLeTEDjoBs | [ scHEDULES ADD SURVEY

7% Jobs

8 schedules
* NAME DESCRIPTION *j0B TYPE @ 0] ProwToN LauNGH
@M Myview
Retrieve Current 105 Version for CPEs Retrieves the show config and saves it to  File. Run
RESOURCES
- * INVENTORY @ O proweronwauncs | [+ PROJECT @ * pLAYBOOK @
Q| customer 15VGs Q| cpe10s Upgrade extract.currentios-version yml
O CeTEE
CREDENTIAL FORKS @ umT @ 0] roweToN LAUNGH
B rroeas :
& Inventories
*VERBOSITY © [ prowsron e 0B TAGS @ [ POWTONLANGH  SKIP TAGS © ] sroweron Launc
<> inventory Seripts
0 (Normal)
Access
LagelLs © INSTANCE GROUPS © JOBSLICING ©
B orgsniatons
Q 1
& users
SHOW CHANGES @ [ PRoMPTONLAUNGH  OPTIONS
[ Enable Privilege Escalation ©

O Allow Provisioning Callbacks @
[ Enable Concurrent jobs @
[ Use Fact Cache @

Smn @ & O

TEMPLATES [

Dethee TEMPLATES @B

2% Jobs
p=

Schedules.

Demo job Template joo Tempice

Demo Inventory

Demo Proj f @ o

Credentials 11/30/2018 401

PM by admin

Projects
Retrieve Current 105 Version for CPEs jos Tempice

Inventories =

Inventory Scripts Customer 15 VGs

CPE 10S Upgrade a0 |

12/4/2018 9:06:13 PM by admin
12/4/2018 9:06:13 PM

B orenuatons
& users
& reams

ADMINISTRATION

Tes 1-2

Ad-hoc Commands

An Ansible Ad-hoc command is a one-liner Ansible command that performs a single task on the
target host. It allows you to execute simple one-line task against one or group of hosts defined
on the inventory file configuration.

An Ad-Hoc command will only have two parameters, the group of a host that you want to
perform the task and the Ansible module to run.

Command Description

#ansible all -m ping The basic command of ansible ad-hoc
against 'all' hosts on the inventory file
and using the 'ping' module

#ansible localhost -m copy -a 'src=/home/myfile The command copies a file to a
dest=/home/mydestinationfolder/myfilecopied' destination folder

#ansible all -m yum -a "name=telnet state=present" The command installs the "telnet"
-- become package against 'all' hosts on the
inventory file

#ansible all -m service -a "name=nginx The commands starts the nginx service
state=started enabled=yes" —become

#ansible localhost -m setup | more The command retrieves a bunch of
system data from the remote host

15
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[centos@ip-172-31-20-4 ~]$ ansible localhost -m setup | more

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match 'all’
localhost | SUCCESS => {

"ansible_facts": {
"ansible_all_ipv4_addresses": [
"172.31.20.4",

"ansible_all_ipv6_addresses": [
8 fff:fe6a:elba",
"fe80::7412:1cff:fe3d:ccse”,

"ansible_appar
"status": "disabled"
3,
"ansible_architecture": "x86_64",
"ansible_bios_date": "08/24/2006",
"ansible_bios_version": "4.2.amazon",
"ansible_cmdline": {
"BOOT_IMAGE": "/boot/vmlinuz-3.10.0-862.3.2.el7.x86_64"
"LANG": "en_US.UTF-8",
"console": "ttyS@,115200",
"crashkernel": "auto”,
pot
"root": c1540fa-e2b4-407d-bcd1-59848a73e463"
1

1,
"ansible_date_time": {

AWX

Browse the corresponding URL as shown below.

[ol@] 2
awx Ansible AWX x +

< C Ono

secure | 172.29.29.98/#/login

o.{ye

sl CustS-CUCM-CL3-PUB »

i Apps @) Cisco Prime Collabora. @ Tropo Runtime 1 Pris. @/ Tropo Hunt Groups P @/ Eureka @ Tropo Commander Pr @ NewTab bl CustS-CUCM-CL2-PUB

Welcome to Ansible AWX! Please sign in.

USERNAME

‘ admin|

PASSWORD

NOTICE

Sign in with your credentials and you will be redirected to the AWX dashboard.

16
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& admin o E (')

DASHBOARD [/
& Dashboard 4 2 5 0 4 0
e bs HOSTS FAILED HOSTS INVENTORIES INVENTORY SYNC PROJECTS PROJECT SYNC FAILURES
* Jobs FAILURES
chedules
M My view JOB STATUS PERIOD | pasTmonTH v | JOBTYRE | L V) vew
RESOURCES 2

@ Templates

& cr

B rrojects

ita Inventories

JOBS
& -

MM A

May 3 May 4 May 7 May 9 May 11 May 14 May 16 May 18 May 21 May 23 May 25 May 28 May 30 Jun1 Jun3
TIME

<f> Inventory Scripts

ACCESS

Click on Users tab, choose your username and click on Edit.

Edit your password, add you to specific organizations and teams, manage permissions and click
on Save.

Ansible Engine
You can access Ansible Engine via SSH using any SSH client.

As a brief example, the /Thome/AnsibleTraining/ folder contains a inventory file called “hosts”.

The /home/AnsibleTraining/playbooks/ folder stores the playbook below:

[root@RedhatNewAnsible playbooks]# cat asa_show_version.yml

- hosts: asa-lab
gather facts: false
connection: network_cli

tasks:
- name: SHOW ASA VERSION
asa_command:
commands:
- show version
register: version

- debug: var=version.stdout _lines

Let’s analize the anatomy of the playbook above:
* hosts: Instructs the playbook to be run againsts the "asa-lab" group in the inventory file.

* gather_facts will connect to the managed host, run a script that collects a bunch of data
(system, version, environment variables, etc.).

* Ansible uses the "connection" setting to determine how to connect to a remote device.
When working with Ansible Networking, set this to network_cli so Ansible treats the remote
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node as a network device with a limited execution environment. Without this setting, Ansible
would attempt to use ssh to connect to the remote and execute the Python script on the
network device, which would fail because Python generally isn’t available on network
devices.

* The tasks section includes two modules: "asa command" and "debug".

* The "asa_command" module is called in order to issue a "show version" command and
store the fetched data in a register.

* "The "debug" commands prints the register output.

The following command runs the mentioned playbook:

#ansible-playbook -i /home/Ansible Training/hosts /home/Ansible Training/
playbooks/asa_show_version.yml

Trainingl# a

Inventories

The inventory file defines the hosts and groups of hosts upon which commands, modules, and
tasks in a playbook operate. The inventory file can be in one of many formats depending on
your Ansible environment and plugins.

The default location for the inventory file is /etc/ansible/hosts. If necessary, you can also create
project-specific inventory files in alternate locations.

The inventory file can list individual hosts or user-defined groups of hosts. This enables you to
define groups of devices with similar roles upon which to perform the same operational and
configuration tasks. For example, if you are managing one or more data centers, you can create
Ansible groups for those elements that require the same set of operations.

Ansible Engine

The following INI-formatted sample inventory file defines an individual host, called "webserver",
and two groups of devices, ios and nxos.

£ rat /etr/an<ihle/hnsts
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The inventory file includes variables also:

[cisco-ios-devices:vars]
ansible _port=22
ansible _user=netadmin

Groups of groups are also supported:

[cisco-ios-devices]
10.10.0.1
10.10.0.2

[cisco-nxos-devices]
10.10.20.1
10.10.20.2

[network-devices:children]
cisco-ios-devices
cisco-nxos-devices

Patterns can be used as shown below:

[cisco-nexus-7000]
nexus[01:04].companydomain.com

The pattern above corresponds with the following bunch of hosts:

nexus01.companydomain.com
nexus02.companydomain.com
nexus03.companydomain.com
nexus04.companydomain.com

AWX

AWX stores the inventory in the backend database. To create an inventory list, use the option
“Inventories” and click Add and name the Inventory list and save. Click the Add Host button to
add a host, the host name can be a DNS resolvable name or an IP address.

Create a new inventory by navigating to Inventories tab and clicking on O
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& admin [i] & [0}

INVENTORIES / Customer 15 VGs @

Customer 15 VGs

DETAILS PERMISSIONS GROUPS HOSTS SOURCES COMPLETED JOBS
* NAME DESCRIPTION * ORGANIZATION

Custorner 15 VGs Voice Gateways Custormner 15 Lab Q | UCC Services

INSIGHTS CREDENTIAL INSTANCE GROUPS @

o3 o3

1) -m-

i%a Inventories

</> Inventory Scripts

ACCESS

& admin (1] & 0]

INVENTORIES / Customer 15VGs / HOSTS @

Customer 15 YGs

DETALLS PERMISSIONS GROUPS SOURCES COMPLETED JOBS
Q KEY RUN COMMANDS
HOSTS * RELATED GROUPS ACTIONS
> Te
@ @)  172.29.240.19 S w
&, cre
ITEMS 1-1

&5 Projects
f:’i Inventories
ACCESS

al [

Bulk Import

AWX offers a utility called “awx-manage” to perform several of operations via CLI . One of the
most important features is bulk hosts import.

Login to the awx task container and execute the following command to import hosts to
inventory:

You can list the containers that are running by issuing the following command:

# docker ps

CONTAINER ID IMAGE

COMMAND CREATED STATUS

PORTS NAMES
28143772a881 ansible/awx_task:2.1.2 "/tini -- /bin/

sh.." 19 minutes ago  Up 19 minutes 8052/

tcp awx_task
ded05efa006d ansible/awx_web:2.1.2 "/tini -- /bin/

sh.." 19 minutes ago  Up 19 minutes 0.0.0.0:80->8052/
trn awmrv wwnh
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Use the command "docker exec -it <container ID> /bin/bash" to get a bash shell in the
container:

[root@RedhatNewAnsible projects]# docker exec -it ded05efa006d /bin/
bash

[root@awxweb awx]# Is

awxfifo favicon.ico projects public supervisord.log supervisord.pid
venv wsgi.py

[root@awxweb awx]# exit
exit
[root@RedhatNewAnsible projects]#

Create a file which contains the list of hosts to add:

[root@awx awx[# more customer_15_vgs
172.29.240.20
172.29.240.21
172.29.240.22
172.29.240.23
172.29.240.24

Once the list is ready in the file, identify the inventory name in which you need to add the hosts
from AWX GUI. In the example, | am adding the hosts to “Customer 15 VGs” inventory.

[root@awx awx]# awx-manage inventory import --inventory-name 'Customer
15 VGs' --source customer_15_vgs
2.326 INFO Updating inventory 2: Customer 15 VGs

2.496 INFO Reading Ansible inventory source: /var/lib/awx/
customer_15_vgs

3.532 INFO  Processing JSON output...
3.633 INFO Loaded 0 groups, 5 hosts

2018-12-17 21:57:24,015 DEBUG awx.main.models.inventory Going to
update inventory computed fields

2018-12-17 21:57:24,114 DEBUG awx.main.models.inventory Finished
updating inventory computed fields

3.702 INFO Inventory import completed for (Customer 15 VGs - 12)
in 1.4s
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The imported hosts are displayed now in AWX GUI.

& admin (i ] &5 (')

Customer 15 VGs

DETAILS PERMISSIONS GROUPS SOURCES COMPLETED JOBS
T R Q KEY RUN COMMANDS
RESOURCES
HOSTS RELATED GROUPS ACTIONS
[ on ] 172.29.240.19 & W

Credentials

[ on ) 172.29.240.20
172.29.240.21
[ on ) 172.29.240.22
[ on )] 172.29.240.23
[ on ] 172.29.240.24

Projects

Inventories

Inventory Scripts

%% NN N
B 2 OB OB &

Dynamic Inventory

Please refer to the Ansible documentation: https://docs.ansible.com/ansible/latest/user guide/
intro_dynamic_inventory.html

vmware

https://docs.ansible.com/ansible/latest/scenario_guides/vmware_scenarios/
vmware _inventory.html

Credentials

For AWX, click on Credentials tab and add button O

& admin [ ] & Q)

CREDENTIALS [

CREDENTIALS @@

; al [ we
#8 schedules
NAME * KIND OWNERS ACTIONS
M My view
ASA Credentials Network admin [¥a) Ty
cucM_cul Machine bhasker.mistry, Default [%a) wr
Credentials Customer15 VG Network admin, UCC Services r'd 2 W
Projects Demo Credential Machine admin I 2] w
Inventories Training ASA Credential Network admin, Default P .
nventory Scripts . .
(B V4UC_dev Machine John.Fancourt, UCC Services e [%a) wr

A bunch of credentials type are supported such as AWS, Machine, Google Cloud, Azure,
Network, VMware, Vault, etc.
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& admin (1] & C)

CREDENTIALS / CREATE CREDENTIAL 4]
SELECT CREDENTIAL TYPE
NEW CREDENTIAL
» Q KEY
DETAILS PER .
+ NAME @ NAME + ORGANIZATION @
(O Amazon Web Services Q | SELECT AN ORGANIZATION
* CREDENTIALTvPE @] (O Ansible Tower
Q | SELECT A CRE (O Google Compute Engine
O Insights
CANCEL
O Machine
CREDENTIALS > PAGE1OF3 ITEMS 1-5 OF 14
SEARCH CANCEL

Playbooks

Playbooks are the heart of Ansible. They can contain other playbooks, roles and/or tasks.

- hosts: webservers
become: yes
tasks:
- name: Install Apache
apt:
name: apache2
state: latest

notify: restart apache

- name: Create an index
file:
state: touch
path: /var/iwww/html/index.html

- name: Add line to index if not present
lineinfile:
state: present
path: var/iwww/html/index.html

line: '<htmI>My hostname is {{ansible_hostname}}</htm/>'

[ SR |
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Let’s review the code line by line.

This line starts every playbook. The three dashes tell the interpreter that this is a YAML
document.

- hosts: webservers

At this point starts the first play in the playbook. Each play is defined in a YAML as a list entry
and has to have at least two keys, hosts and tasks (or roles).

These entries can be in any order as long as they are present. The hosts entry can either be a
individual host in the inventory or an inventory group.

become: yes

This line will have the playbook run as root.

tasks:
- name: Install Apache
apt:
name: apache?2
state: latest
notify: restart apache

The tasks section contains all of the tasks that will run on the hosts defined earlier. Each
separate task is a list entry under this section and contain one or more modules.

- name: Add line to index if not present
lineinfile:
state: present
path: /var/iwww/html/index.html
line: '<htmI>My hostname is {{ansible_hostname}}</html>'

This is an example of a variable ( {{ansible_hostname}} ). Variables can be set by a variety of
sources including the command line and the inventory file.

This particular variable will be set when Ansible runs through the fact gathering phase of the
host, which provides the playbook run with a wide range of information that you can use in your
playbooks.
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Finally, the playbook uses handlers. The line "notify: restart apache" in the first task triggers this
handler if there was a change that was required to be made by that task. This means if Apache
wasn't installed or a new version was found the handler will be run and apache will be restarted.

Running Playbooks Deep Dive

Ansible Engine

#ansible-playbook -i /path/inventory _file /path/playbook.yaml|

[ ] 1. root@centos-7-base:/home/playbooks/library (ssh)

[root@centos-7-base library]# ansible-playbook -i /etc/ansible/hosts timezone.yaml
[WARNING]: No inventory was parsed, only implicit localhost is available

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match 'all’

PLAY [L0CALROSE] ¥k sonkdontokoksokkokbok ok o dokk Ak ARk A KK KRR KRR KRR AR AR KRR AR KR KA KK HOR KA KRR R KKK AR AR R KRR AR AR R KRR KA AR KRR AR AR AR KR KRR AR R KR KA K

TASK [GGthering FaCES] *#*HHhkssshhitkssshhits s shkhrs s s thhhb s shkhrssshhhssshhhsssnhhbss s st s ssnhksssnnhhssssnhhsssnnrsssnnmehs s snerssstnmeks s snensssnnmehs s e s st sss
ok: [Locall

TASK [Set timezone to EUrOpe/MAdrid] ***¥ksxsssk ks ks kbsk btk kb ks bbbt kakkkRRRFRREHRRERRKEERE L AR ERRRE R R R RR R R R R RE R R R R RR R RRR R R R R R R R R R R RR R R RR KRR RR K

changed: [Llocalhost]

PLAY RECAP **kkk kbbb kbbb b KA R R R H KR R KR F K R R R H R R R R R R R R R R R R R R R R Rk

Localhost i ok=2  changed=1  unreachable=0  failed=0  skipped=0  rescued=0  ignored=0

[root@centos-7-base libraryl# ||

One of the first options anyone picks up is the debug option. To understand what is happening
when you run the playbook, you can run it with the verbose (-v) option. Every extra v will provide
the end user with more debug output.

1. root@centos-7-base:/home/playbooks/library (ssh)
@centos-7-base library]# ansible-playbook -i /etc/ansible/hosts timezone.yaml -v
config file found; using defaults
[WARNING]: No inventory was parsed, only implicit localhost is available

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match 'all’

PLAY [L0CALROSE] ¥k knkhomtokksokdodobok ok ko Aok A AR AR A KRR AR AR AR KA AR KRR AR AR KRR AR KRR KRR AR KR R OR AR AR KO KAR R KREHAOR AR RO R KRR KR KR K

TASK [Set timezone to EUrope/Madrid] *¥F¥+aksskssksksss sk akkakkat bk sk bk bbbk sk kbERR KR REERRR R R R KRR R KRR R RR R R R R R R R R R R R R R R R R R R R R AR R R AR R

changed: [localhost] => {"changed": true, "msg": "executed °/bin/timedatectl set-timezone Europe/London"}

B S ——

localhost 8 changed=1 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

[root@centos-7-base Library]# [|
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[ ] 1. root@centos-7-base:/home/playbooks/library (ssh)
[root@centos-7-base libraryl# ansible-playbook -i /etc/ansible/hosts timezone.yaml -wv
ansible-playbook )

config file = None

configured modu h path ro nsible/plugins/modul

sible python module location
ut location

ython v
No config fil
[WARNING]: No inventory was parsed, only implicit localhost is available

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match 'all’

B 10 0 T e T ——————

1 plays in tim

PLAY [LOCALROSE] *H¥H ¥k krkkhak Ak kAR ARK AR AR KKK R AR AR AR AR AR AR HE RS AR KRR AR AR R R AR R R KRR R KRR KRR KRR R KRR KRR KRR K

ETA: ran handlers

TASK [Set tiMezone 0 EUrope/Madrid] *##+Hhhkssstkhssss shhkts s shkhssssshhhs s sshhhh s ssshhhs s shnhhesssnhhhssshnhhssssnihsssnnihsssnnrehs s snnersssnnehs s snensssnneehs s e s st sss

task path: /home/playbooks/Library/timezone.yaml:4

changed: [localhost] => {"changed": true, "msg": "
TA: ran handlers
ran handlers

executed "/bin/timedatectl set-timezone Europe/Madrid™ "}

PLAY RECAP **#kb kbbb kbbb KA R R KR F KR KRR R R KRR R R F R R R R R R R R R R R R R KRR R R R Rk

localhost : ok=1 changed=1 unreachable=0 failed=0 skipped 0 ignored=0

[root@centos-7-base Llibraryl# [|

( 1. root@centos-7-base:/home/playbooks/library (ssh)
TASK [Set tifezone to EUrope/Madrid] sk srsmbiiomtntsibk s s sk bk kb kkd KRk KR AR KR XA KR A KR IR KRR AR KRR KRR KR KRR KRR KRR KRR KRR KR XA KR KR KR AR KRR AR KKK RO X
task path: /home/playbooks/1ibrary/timezone.yaml :4
0.0.1> ESTABLISH LOCAL CONNECTION FOR USER
> EXEC /bin
bin,

changed": true,
"diff:

“name”: "Europe/London"
3
3,
"before": {

“name”: "Europe/Madrid"

1,
"invocation": {
"module_args”: {
"hwclock™: null,
“name”: "Europe/London”

/bin/timedatectl set-timezone Europ

ran handlers
META: ran handler

D e

Localhost ; changed=1  unreachable-d  failed-0  skipped-0  rescued-0  ignored-0

[root@centos-7-base libraryl# |

If you run the playbook again, the execution is successful but no changes are made
(changed=0).

( ] 1. root@centos-7-base:/home/playbooks/library (ssh)
[root@centos-7-base libraryl# ansible-playbook -i /etc/ansible/hosts timezone.yaml

[WARNING]: No inventory was parsed, only implicit localhost is available

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match ‘all’

PLAY [LOCALIOSE] *¥H k5 Kbkt sobok kb Aok Ak AR KRR AR KA KRR KA KR AR KRR KR AR AR AR AR SRR HH AR AR KRR H R IR AR AR AR KRR KRR KRR AR AR R KRR R AR KRR HH AR KRR AR AR R KRR

TASK [Set timezone to EUrope/Madrid] *H*Hsk stk bs sk kakhnk soh sk KAk Ak AR KRR KR AR KARKRKARK IR KA AR AR KRR AR KA AR K AR R AR AR AR AR AR AR SR KRR AR AR R AR R R R AR R AR AR K

[localhost]

PLAY RECAP khobckobttobtob koo oo oo oo oo oo ook kbR R AR AR AR AR A IR AR AR A R o oo oo ook ok kR R K

alhost 1 ok=1 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

[root@centos-7-base libraryJ#

Variables

You define variable in files as mentioned above when using ansible-vault and in the vars section
of a play, where you are defining the variable for the set of hosts in the play.
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° 1. root@centos-7-base:/home/playbooks/library (ssh)
[rootecentos-7-base library]# cat vars.yaml
working_directory: /home/playbooks/library/varidbles/

services_list:

interfaces_dictionary:
interfacel: ethernetl
wan@1
-base library]#
[root@centos-7-base libraryl# cat variables.yaml
- hosts: localhost
tasks:
- name: Create a working directory
file:
name: "{{ working_directory }}"
state: directory
- name: Write services list
Llineinfile:
path: "{{ working_directory }}/services.txt"
yes
{{ services_list}}"
[root@centos-7-base libraryl# [

This playbooks just fetches the variables from the file and displays the output.

) 1. root@centos-7-base:/home/playbookslibrary/variables (ssh)

[root@centos-7-base library]# ansible-playbook variables.yaml -e @vars.yaml
[WARNING]: No inventory was parsed, only implicit localhost is available

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match ‘all’

PLAY [LOCALROSE] *HHHF K5k kR 5k KxHHRK K AR KA AR KA KR HR K HH KRR KA AR KAR R AR KRR KRR S KA AR E AR R AR SRR KR AR AR AR KRR R R AR AR R AR SR KRR KRR AR KRR KRR KR KR R KRR KRR K

TASK [Gathering FaCES] **#¥Hhhks s shaiks s st hikks s Hhhiks s ahkhhkssshhhk s s anhhrsanhhsssmnksssanhhsssanmks s s s onrk s xS HE SRR S HRR S EH RS HR RS ERR R H R AR R H AR
alhost]

TASK [Create a working directory] **Hhss#hitkssshuttssstkitkss shhits s shhhrsssthhess s bbires s shhhsss s bbbss s rmhsssthbrhss s kmehssshnmessstreksssmeessstkrekss bmees s ammeesssrmeesssn
changed: [localhost]

TASK [Write Services LiSt] #FFxsksssskksssrk skt fak kakhs ks krkkhkak KAk HHEREKRRRKR KRR KR HH LR RHRRR R R KRR R EE KRR KRR KRR R KR KRR HE KRR R R AR KRR R KR KRR AR KRR KRR KRR KH

[WARNING]: The value ['httpd’, 'mariadb’] (type list) in a string field was converted to u”[*httpd’, 'mariadb']" (type string). If this does not look like what you expect, quote
the entire value to ensure it does not change.

changed: [localhost]

L 0 I

localhost : ol changed=2 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

[root@centos-7-base libraryl# 1s
file3.conf main.yaml
file.conf file3.conf.13193.2019-06 main2.yaml  server_data  testing.py variables.yaml
file2.conf multiply.py template.j2 vars.yaml
[root@centos-7-base library]# cd variables
[roo ntos-7-base variables]# ls
services.txt
[root@centos-7-base variables]# more services.txt
['httpd', 'mariadb']
[root@centos-7-base variables]#

AWX

Let’s introduce some concepts before getting deeper on how to run playbooks with AWX.

Organizations

Ansible AWX offers multilevel access delegation and role-based access control to the
organization. An organization is a logical collection of Users, Teams, Projects, and Inventories.
It is the highest level in the AWX object hierarchy. To support multiple clients from one umbrella,
you could create an organization for each client and manage multiple teams under that. The
picture below depicts the AWX organization hierarchy:

27



Ansible AWX - Getting Started

Organizations

Inventories Teams
Groups Credentials
Hosts Permissions

Users
l Credentials
Permissions

/ /o \
4 X

Projects

Playbooks

Job
Templates

Jobs

In order to create a new organization, login to AWX console with admin privileges.

Select “Organization” from the navigation and click on add ©. Enter the organization name and
click on Save. Selecting the instance group (requires clustering) might be useful on large

deployment.

D rorTAL MODE
RESOURCES

(& TEMPLATES

@, CREDENTIALS
B5 PROJECTS

&5 INVENTORIES

INVENTORY

D serirs

ACCESS

& USERS

8 eavs

ADMINISTRATION

CREDENTIAL
= TYPES

A NOTIFICATIONS

- MANAGEMENT
Jo8BS

E INSTANCE
GROUPS

& APPLICATIONS

test

ORGANIZATIONS

ORGANIZATIONS &I

USERS & TEAMS
INVENTORIES PROJECTS
JOB TEMPLATES @B ADMINS

KEY

In order to create a new team, navigate to “Teams” from the menu. Click on 0 to add a new
team. Enter the team name and select the organization (you can add multiple teams based on
the requirements).

28



Ansible AWX - Getting Started

& admin (1] &5 o

DETAILS USERS PERMISSIONS

* NAME DESCRIPTION * ORGANIZATION
M myview
AWX Ansible Dev AWX developers Q| UCC Services
RESOURCES
@ Templaes CANCEL SAVE
Cre
Projects TEAMS

Inventory Scripts

NAME * ORGANIZATION 3 ACTIONS
AWX Ansible Dev UCC services W
Voice Gateway 105 Upgrade UCC Services I o

ITEMS 1-2

User Management

From the AWX main menu,you can aad users to current organization. Select “users” and click
on 0 Enter the user details and select the destination organization.

& admin (] & Q)

Jjbaltar
DETAILS ORGANIZATIONS TEAMS PERMISSIONS
FIRST NAME LAST NAME * EMAIL
Javier Baltar javier.baltarbarrio@vodafone.com
RESOURCES
. * USERNAME PASSWORD CONFIRM PASSWORD
(@ Templates
jbaltar SHOW SHOW
USER TYPE
Normal User v
CANCEL SAVE
Users @B

There are three user types: Normal User, System Auditor and System Administrator as shown
below:
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& admin & (V)

[0 PORTAL MODE USERS / CREATE USER @
SOURCES
Q TEMPLATES NEWUSER
@, CREDENTIALS RGANIZATION EAM:
B PROJECTS * FIRST NAME * LAST NAME * ORGANIZATION
&2 INVENTORIES Q| test
INVENTORY
* *
<Plesiine EMAIL USERNAME * PASSWORD
SHOW
B orcanizations * CONFIRM PASSWORD USER TYPE
& users SHOW Normal User a
Normal User
' CANCEL
System Auditor
DMINISTRATION
System Administrator
CREDENTIAL 9%
E TYPES
USERS
A NOTIFICATIONS
g MANAGEMENT Q KEY
JoBS
| ala i USERNAME ~ FIRSTNAME $ LAST NAME & ACTIONS

GROUPS

From the Teams menu, you can add users to teams assigning the proper role (admin, member
or read only).

YOICE GATEWAY 105 UPGRADE = ADD USERS

1 Please select Users from the list below.
Q

USERNAME * FIRST NAME 3 LAST NAME 3

O admin

@ jbaltar Javier Baltar

2 Please assign roles to the selected users/teams

Javier Baltar  user ELECT ROLES

Admin
Member

Read

Project

Next, you configure a project, the project contains the SCM type, and playbook directory which
you must select. The SCM type can be manual but other options such as Git are available for
central management of scripts.

The playbook directory drop down should contain the sub directories in the root projects folder.
Select the relevant folder for this project that contains all the playbooks required for jobs
connected to this project.
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NEW PROJECT
M scueouLes
* NAME
M PorTAL MODE
apolo
RESOURCES
*SCM TYPE
@ TempLATES
Choose an SCM Type »
@,  CREDENTIALS &y
Choose an SCM Type
Manual
&3 INVENTORIES Git
INVENTORY Mercurial
P scaiprs |
Subversion

ACCESS
Red Hat Insights

B orcanizations

NAME * TYPE

& users
@ Demo Project Git

&8 s
® test! Git

ADMINISTRATION

Manual Local Repo

DESCRIPTION

£0 to the moon

Q KEY

3 REVISION 2

3a7e4af [0)

faa721a ()
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& admin =i o

e

* ORGANIZATION

Q| test
CANCEL
LAST UPDATED ACTIONS

26/10/2018 20:08:15 o M @& ¢

26/10/2018 21:39:32 o M & ¢

You can create the project folder to store the playbooks in the following local path:

cd /var/lib/awx/projects/
mkdir my_project_name

PROJECTS / Local Repo

& admin [i] 5 (!)

Local Repo
DETAILS PERMISSIONS NOTIFICATIONS JOB TEMPLATES SCHEDULES
* NAME DESCRIPTION * ORGANIZATION
Local Repo Q| Default
* SCM TYPE PROJECT BASE PATH @ * PLAYBOOK DIRECTORY @
Manual v fvarflib/awx/projects hcs11_Project a
Choose a playbook directory
Projects VMs_deployment
Inventories hes11
hcs11_Project
Inventor PROJECTS @B A

Git Repo

A externat Git repository can be configured at Project level as shown below:
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PROJECTS / HCS11

HCS11

DETAILS PERMISSIONS NOTIFICATIONS

* NAME

HCS1

* SCM TYPE

Git v

SOURCE DETAILS
Projects
* SCM URL @

Inventories https://github.com/jbaltar2/cpe-upgrade

<f> Inventory Scripts
? SCN UPDATE OPTIONS

Ansible AWX - Getting Started

& admin 8 5 (!)
(/]

JOB TEMPLATES SCHEDULES
DESCRIPTION * ORGANIZATION
Q | Default
SCM BRANCH/TAG/COMMIT SCM CREDENTIAL
master Q

The Projects tab displays the status of the repo, last revision and the sync button.

PROJECTS

Dashboard PROJECTS
2.2 Jobs
Schedules

My View ® HCs11 o

RESOURCES REVISION 098ak9a [[] I

ORGANIZATION Default

' Templates

LAST MODIFIED 12/18/2018 4:12:33 PM
Credentials LAST USED 12/18/2018 4:12:33 PM
Projects

© Local Repo  MANUAL

Inventories ORGANIZATION  Default

<> Inventoryseripts LASTMODIFED  12/18/2018 9:07:43 AM

Templates

Job Template

8 admin 6 5 (!)

A job template is a definition and set of parameters for running an Ansible job. Job templates
are useful to execute the same job many times and reuse of Ansible playbook content between

teams.

To create a new job template, click the add ° button then select "Job Template" from the menu

list.
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= TEMPLATES / CREATE JOB TEMPLATE @
VIEWS
@ DASHBOARD

% joss

) screpuies

@ PporTAL MODE
Run
RESOURCES

* INVENTORY @ e * PROJECT © * PLAYBOOK @

Q Q  test testym|

@,  CREDENTIALS

REDENTIAL @ H ORKS @ UMIT @
B PROJECTS

&5 INVENTORIES

INVENTORY * VERBOSITY @ P AGS @ SKIP TAGS @
&b serers

ACCESS
B orcanizanions
& users
¥ e
Enable Privilege Escalation ©

ADMINISTRATION Allow Provisioning Callbacks @

@ CreomTA Enable Concurrent jobs @
TYPES Use Fact Cache @

Enter the appropriate details into the following fields:

* Name: Enter a name for the job.

* Description: Enter an arbitrary description as appropriate (optional).
* Job Type:

o Run: Execute the playbook when launched, running Ansible tasks on the
selected hosts.

o Check: Perform a “dry run” of the playbook and report changes that would be
made without actually making them. Tasks that do not support check mode will
be skipped and will not report potential changes.

= Prompt on Launch — If selected, even if a default value is supplied, you
will be prompted upon launch to choose a job type of run or check.

* Inventory: Choose the inventory to be used with this job template from the inventories
available to the currently logged in AWX user.

o Prompt on Launch — If selected, even if a default value is supplied, you will be
prompted upon launch to choose an inventory to run this job template against.

* Project: Choose the project to be used with this job template from the projects available to
the currently logged in AWX user.

* Playbook: Choose the playbook to be launched with this job template from the available
playbooks. This menu is automatically populated with the names of the playbooks found in
the project base path for the selected project.

* Credential: Click the search button to open a separate window. Choose the credential from
the available options to be used with this job template. Use the drop-down menu list to filter
by credential type if the list is extensive.

o Prompt on Launch: If selected, upon launching a job template that has a default
machine credential, you will not be able to remove the default machine
credential in the Prompt dialog without replacing it with another machine
credential before it can launch.

* Forks: The number of parallel or simultaneous processes to use while executing the
playbook. A value of zero uses the Ansible default setting, which is 5 parallel processes
unless overridden in /etc/ansible/ansible.cfg.

* Limit: A host pattern to further constrain the list of hosts managed or affected by the
playbook. Multiple patterns can be separated by colons (”:”). As with Ansible engine, “a:b”
means “in group a or b”, “a:b:&c” means “in a or b but must be in c”, and “a:!b” means “in a,

and definitely not in b”.
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o Prompt on Launch: If selected, even if a default value is supplied, you will be
prompted upon launch to choose a limit.

Verbosity: Control the level of output Ansible produces as the playbook executes. Set the
verbosity to any of Default, Verbose, or Debug. This only appears in the “details” report
view. Verbose logging includes the output of all commands. Debug logging is exceedingly
verbose and includes information on SSH operations that can be useful in certain support
instances.

o Prompt on Launch: If selected, even if a default value is supplied, you will be
prompted upon launch to choose a verbosity.

Job Tags: Provide a comma-separated list of playbook tags to specify what parts of the
playbooks should be executed.

o Prompt on Launch — If selected, even if a default value is supplied, you will be
prompted upon launch to choose a job tag.

Skip Tags: Provide a comma-separated list of playbook tags to skip certain tasks or parts of
the playbooks to be executed.

o Prompt on Launch — If selected, even if a default value is supplied, you will be
prompted upon launch to choose tag(s) to skip.

Labels: Supply optional labels that describe this job template, such as “dev” or “test”. Labels
can be used to group and filter job templates and completed jobs in the AWX display.

o Labels are created when they are added to the Job Template. Labels are
associated to a single Organization using the Project that is provided in the Job
Template. Members of the Organization can create labels on a Job Template if
they have edit permissions (such as admin role).

o Once the Job Template is saved, the labels appear in the Job Templates
overview.

o Click on the “x” beside a label to remove it. When a label is removed, and is no
longer associated with a Job or Job Template, the label is permanently deleted
from the list of Organization labels.

o Jobs inherit labels from the Job Template at the time of launch. If a label is
deleted from a Job Template, it is also deleted from the Job.

Instance Groups: Click the search button to open a separate window. Choose the instance
groups on which you want to run this job template. If the list is extensive, use the search to
narrow the options.

Show Changes: Allows you to see the changes made by Ansible tasks.

o Prompt on Launch — If selected, even if a default value is supplied, you will be
prompted upon launch to choose whether or not to show changes.

Options: Supply optional labels that describe this job template, such as “dev” or “test”.
Labels can be used to group and filter job templates and completed jobs in the AWX
display.
o Enable Privilege Escalation: If enabled, run this playbook as an administrator.
This is the equivalent of passing the --become option to the ansible-playbook
command.

o Allow Provisioning Callbacks: Enable a host to call back to AWX via the AWX
API and invoke the launch of a job from this job template.

o Enable Concurrent Jobs: Allow jobs in the queue to run simultaneously if not
dependent on one another.

o Use Fact Cache: When enabled, AWX will activate an Ansible fact cache plugin
for all hosts in an inventory related to the job running.

Extra Variables:

o Pass extra command line variables to the playbook. This is the “-e” or “—extra-
vars” command line parameter for ansible-playbook that is documented in the
Ansible documentation at Passing Variables on the Command Line.
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Credentials
Projects
Inventories
Inventory Scripts
ACCESS
! Organizations

& Users

"z Teams

ADMINISTRATION
Credential Types

‘ Notifications

= Management Jobs

£ Instance Groups
& Applications

£ Settings

Ansible AWX - Getting Started

Provide key/value pairs using either YAML or JSON. These variables have a

maximum value of precedence and overrides other variables specified

elsewhere.

* INVENTORY @

PROMPT ON LAUNCH

* PROJECT @

‘ Q. Customer 15VGs

Q| CPEIOS Upgrade

& admin

* PLAYBOOK ©

extract-current-ios-version.yml

e & o

SHOW CHANGES @
OFF

1|-—
2 version_ios: 14.5

Workflow Template

This feature in AWX enables users to create sequences consisting of any combination of job

PROMPT ON LAUNCH

EXTRAVARIABLES © [V

CREDENTIAL ©@ PROMPTONLAUNCH  FORKS @ LIMIT @ PROMPT ON LAUNCH

a ) |

* VERBOSITY @ ™) PROMPT ON LAUNCH JOB TAGS © (] PROMPT ON LAUNCH SKIP TAGS @ 7] PROMPT ON LAUNCH
0 (Normal) v ‘ ‘ ‘

LABELS © INSTANCE GROUPS @ JOBSLICING @

Q

OPTIONS

(") Enable Privilege Escalation @

[ Allow Provisioning Callbacks @
(] Enable Concurrent Jobs @

(") Use Fact Cache @

[

T) PROMPT ON LAUNCH

CANCEL

SAVE

templates, project syncs, and inventory syncs that are linked together in order to execute them
as a single unit. Another reason workflows are useful is because they allow the user to take any
number of playbooks with the ability to make a decision tree depending on a job’s success or
failure and sending notifications also.

From the Templates meny, click on 0 and make sure to select “Workflow Template”.

@ Credentils
B projeas
L —

Inventory Scripts

B organizations

TEMPLATES

TEMPLATES @D

Demo Job Template joo Terpiste
NVENTORY Demo Inventory

PROJEC]

Demo Project

CREDENTIALS

ASTMODIFIED  11/30/2018 4:01:22 PM by admin

Retrieve Current 105 Version for CPEs job Terpiate
AcTvITY -
INVENTORY Customer 15 VGs

PROJECT

CPE 105 Upgrade

CREDENTIALS

LASTMODIFIED  12/4/2018 9:06:13 PM by admin

LASTRAN 12/412018 9:06:13 PM

& admin

e & o

e

Job Template

Workflow Template

¥ & o

35



Ansible AWX - Getting Started

This screen will come up, where you can add different job templates and make sure they run on
failure, success, or with either outcome.

a, TOTAL TEMPLATES o

upgrade

Note that you can decide if things run on success, on failure, or always.

After everything is set and saved, you are ready to launch your template, which you can do by
clicking on the rocket icon next to the workflow you would like to run.

& admin & ()

JOBS / 209 - javier

@ DASHBOARD s
DETAILS 4 o javier TOTALJOBS @B ELAPSED GEEEEE X

I3 Joss STATUS ® Running
SREDUES STARTED 281172018 22:20:47 KEY: == OnSuccess == oOnfFail == Always @@ Projectsync () Inventory Sync o
PORTAL MODE FINISHED Not Finished
s TEMPLATE javier
LAUNCHED BY admin

TEMPLATES
EXTRA VARIABLES @
CREDENTIALS

PROJECTS

INVENTORIES o <

INVENTORY 3
SCRIPTS o 1

ORGANIZATIONS

& users

&8 ews
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& admin & O

jobz @
VIEWS
@ DASHBOARD
DETAILS £ B test_user
S . PLAYS QD TASKS QD HOSTS @I ELA & =%
STATU! O Failed
) scueouies 28/11/2018 22:20:23 SEARCH a | key
M E onTatmaooe 28/11/2018 22:20:47 - ANV AV
s test_user 20 task path: /var/lib/awx/projects/_16_ testl/test.yml:2 o
Run 21 Using module file /usr/lib/python2.7/site-packages/ansible/modules/syste
@ TempLATES . m/setup.py
st 22 <192.168.0.167> ESTABLISH SSH CONNECTION FOR USER: root
@, CREDENTIALS @ test! 23 <192.168.0.167> SSH: EXEC sshpass -d14 ssh -C -o ControlMaster=auto -o Co
ntrolPersist=60s -o StrictHostKeyChecking=no -o User=root -o ConnectTimeo
IS PROJECTS testyml ut=10 -o ControlPath=/tmp/awx_210_LQWb9e/cp/@e2efef201 192.168.0.167 '/bi
test n/sh -c *"'"‘echo ~ && sleep 0'"'"""
&2 INVENTORIES 24 <192.168.0.167> (255, '', 'ssh: connect to host 192.168..167 port 22: No
INVENTORY route to host\r\n')
<P SCRIPTS 3 (Debug) 25 fatal: [192.168.0.167): UNREACHABLE! => {
= NSTANCE GROUP  tower 26 “changed": false,
° - =g 27 "msg": "Failed to connect to the host via ssh: ssh: connect to host 1
B orcanizaTions LA YAML BERLL 92.168.0.167 port 22: No route to host\r\n",
1| === 28 “unreachable": true
& users 29 )
30
& s 31| PLAY RECAP *ssmmssssssrs SR
et 22:20:47
ADMINISTRATION .
32 192.168.0.167 : ok=0  changed=e  unreachable=1  failed
o CREDENTIAL =0
TYPES -

You can schedule your workflows to run when you need them to. Click on the calendar icon next
to any workflow job template:

& admin o a (')

TEMPLATES / Retrieve Current 105 Version / SCHEDULES / CREATE SCHEDULE @
VIEWS
@ Dashl
¢ CREATE SCHEDULE
* NAME * START DATE * START TIME (HH24:MM:SS)
edul schedule name B 121872018 0 lto o °

M myview

* LOCAL TIME ZONE * REPEAT FREQUENCY
RESOURCES

Europe/London v None {run once) v

(@ Templates
& itials CANCEL

& Projects

If you need to set extra variables for the playbooks involved in a workflow template and/or allow
for authorization of user input, then setting up surveys is the way to go.

In order to set one up, select a workflow template and click on the “Add Survey” button:

Retrieve Current 105 Version = SURVEY (B[

ADD SURVEY PROMPT PREVIEW
* PROMPT PLEASE ADD A SURVEY PROMPT.
DESCRIPTION

* ANSWER VARIABLE NAME @

* ANSWER TYPE @

@ REQUIRED

CLEAR
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AWX provides a bunch of notification channels: email, Slack, Twilio, etc.

& admin (i) & [0)
NOTIFICATIONS / CREATE NOTIFICATION TEMPLATE @
VIEWS
@ Dashboard
NEW NOTIFICATION TEMPLATE
Jobs
* NAME DESCRIPTION * ORGANIZATION
9 schedules ‘ ‘ { ‘ ‘Q‘ Default
My Vi
00 iy *TYPE
RESOURCES ‘ Choose a type .
(& Templates Choose a type S
) [ CANCEL
&, Credentials Email h
Slack
= Projects
Twilio
it Inventories Pagerduty )
<[> Inventory Scripts HipChat Q L KEY
aCCESS NAME = TYPE & ACTIONS
B organizations ® Twilio Javier Twilio P S
& Users . . N
@ Work email Email A AN i I v
=-’= Teams
ITEMS 1-2
ADMINISTRATION
B Credential Types
Email
Click on Notification and add a new one:
& admin (i} 1=/ [0)
NOTIFICATIONS / Work email &
VIEWS
Dashboard
® Work email
"% Jobs
* NAME DESCRIPTION * ORGANIZATION
B schedules | Work email J [ J ‘Q‘ Default
M My View P
RESOURCES ‘ Email . ‘
@ Templates
TYPE DETAILS
&, Credentials USERNAME PASSWORD * HOST
B Projecs | jpaltar2s@gmail.com || sHOW | e | smtpgmail.com ]
&ta  Inventories * RECIPIENT LIST @ * SENDER EMAIL * PORT
/> Inventory Scripts javier.baltarbarrio@vodafone.com [ibaltarzs@gmaiLcom ‘ [587 ‘v]
ACCESS
E Organizations OPTIONS
@ UseTLS
Users
& (O Use SSL
=ﬁ= Teams
ADMINISTRATION [ CANCEL ‘

Credential Types

From the Templates tab, you can control the notifications that are triggered by an specific
template when it is successfully completed or fails.
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& admin (i) & V)

= TEMPLATES / Demo Job Template / NOTIFICATIONS &
VIEWS
]
Demo Job Template
3% Jobs e — S —
| pemais PERMISSIONS \ \ COMPLETED JOBS \ \ SCHEDULES |
£ schedules h S o }
] GO TO NOTIFICATIONS TO
M My view {SFAR(H Q‘ [ KEY ‘ ADD A NEW TEMPLATE
REORREE NAME ~ TYPE SUCCESS FAILURE
(& Templates Twilio Javier Twilio OFF OFF
& Credentials Work email Email [on B oFF
& Projects
Tems 1-2
&5 Inventories
</> Inventory Scripts
TEMPLATES
ACCESS
E Organizations Shaner Q‘ ‘ KEY ‘
& Users
Demo Job Template Job Template
.
& eams ity [p——
ADMINISTRATION INVENTORY Demo Inventory
B Credential Types PROJECT Demo Project « fEl o

This is an example of email naotification received to your mailbox.

Twilio

To trigger a Twilio API call, you need to configure the following items in your account:
Click on dashboard > Twilio account details, where Account SID and AUTH TOKEN are listed.
Click on Twilio verified called IDs, which contains the allowed destination numbers.

Click on Geo Restrictions in order to ensure your destination number is not restricted:

You have to create your Twilio notification in AWX:

& admin (i) & [0)

NOTIFICATIONS / Twilio Javier &

VIEWS

Dashboard
® Twilio Javier
o
%« Jobs

* NAME DESCRIPTION * ORGANIZATION
B schedules | Twilio Javier J ‘ ‘ Q ‘ Default
M My view -
RESOURCES ‘ Twilio - ‘
@ Templates
TYPE DETAILS
a& Credentials * ACCOUNT TOKEN * SOURCE PHONE NUMBER @ * DESTINATION SMS NUMBER @
B Projects SHOW | evmeseene +16692015136 | 434646450491
&% Inventories
<[> Inventory Scripts * ACCOUNT SID
ACCESS ACcb243c13049179fc58d7bcc5e7182e8f J
B Organizations
CANCEL

& Users 7‘

Associate your template with the notification:
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& admin o & (0]

TEMPLATES / Demo Job Template / NOTIFICATIONS @

VIEWS

@ Dashboard

Demo Job Template

o
% Jobs

DETAILS PERMISSIONS NOTIFICATIONS COMPLETED JOBS SCHEDULES
@ Schedules

KEY ‘GO TO NOTIFICATIONS TO

m My View ADD A NEW TEMPLATE
HESOUREES NAME =~ TYPE & SUCCESS FAILURE

Twilio Javier Twilio [ on B OFF
& Credentials Work email Email OFF OFF

& Projects
TEMS 1-2

&% Inventories

After running your job, the SMS notification below is dropped to my mobile:

311 @ OlhVP4ddia

& +1669-201-5136 Rs &

martes, 30 abr. « 11:48a. m.

Llamada perdida:
+16692015136 el 30/04 a las
e 11:48.

3:08 p.m.

Sent from your Twilio trial
account - Tower Notification

Test 2 https://towerhost

e Vista previa no disponible

Sent from your Twilio trial
account - Job #19 'Demo Job
Template' succeeded: https://
towerhost/#/jobs/playbook/19

e Vista previa no disponible

1 minuto + a través de Vodafone

Mensaje de texto
desde Vodafone M

Advanced Playbooks Features

Error Handling

Blocks allow you to group related tasks together and apply particular task parameters on the
block level. They also allow you to handle errors inside the blocks in a way similar to most
programming languages exception handling.

This example playbook that uses blocks to run group of tasks specific to one platform. If you
want to perform a series of tasks with one set of task parameters (e.g. with_items, when, or
sudo) applied, blocks are very handy.
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Blocks are also useful if you want to be able to gracefully handle failures. There might be a non-
critical task that is not essential for a deployment to succeed, so it would be better to gracefully
handle a failure than to stop the entire deployment rollout.

This is an example of how to use a block to gracefully handle task failures:
tasks:
- block:
- name: Shell script to deploy a critical service.
script: deploy _application.sh
rescue:
- name: This will only run in case of an error in the block.
debug: msg="There was an error in the block."
always:
- name: This will always run

debug: msg="This always executes."

Tasks inside the block will be run first. If there is a failure in any task in block, tasks inside
rescue will be run. The tasks inside always will always be run, whether or not there were failures
in either block or rescue.

Please refer to Ansible documentation: https://docs.ansible.com/ansible/latest/user_guide/
playbooks blocks.html#error-handling

Handlers

A Handler is exactly the same as a task, but it will run when called by another task. A Handler
will take an action when called by an event it listens for.

This is useful for secondary actions that might be required after running a task, such as starting
a new service after installation or reloading a service after a configuration change.

- hosts: webservers

tasks:
- name: Install Nginx
apt: pkg=nginx state=installed update cache=true
notify:
- start Nginx

handlers:
- name: start Nginx
service: name=nginx state=started
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Templates and Variables

A template in Ansible is a file which contains all your configuration parameters, but the dynamic
values are given as variables. During the playbook execution, depending on the conditions like
which cluster you are using, the variables will be replaced with the relevant values.

- hosts: webservers
vars:
variable _to be replaced: 'value1’
inline_variable: 'value2'
tasks:
- name: Ansible using templates
template:
src: template_example.j2
dest: /userA/docs/personal _data.txt

Template file

template_example.j2

{{ variable_to_be_replaced }}
Variable given as inline - {{ inline_variable }} -

This is the output of the playbook above:

value1
Variable given as inline - valueZ2 -

Loops

With_items

- name: Remove users from the system.
user:
name: "{{ item }}"
State: absent
remove: yes
with_items:
- userA
- userB

With_nested
Define variables

users_with_items:
- name: "userA"
personal_directories:
- "old_files"
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Playbook

- name: Create common users directories using
file:
dest: "/home/{{ item.0.name JA{ item.1 }}"
owner: "{{ item.0.name }}"
group: "{{ item.0.name }}"
state: directory
with_nested:
- "f{ users_with_items }}"
- "{{f common_directories }}"

File Manipulation

Useful ad-hoc commands for file manipulation:

Delete a File

#Delete the file /backups/tmp/nodelist.txt on all servers
ansible all -b -m file -a "state=absent path=/backups/tmp/nodelist.txt"

Update a Line in File

#Update the line of text "MY_SETTING" to "BLUE" in /opt/configuration.txt
on all servers

ansible all -b -m lineinfile -a "regexp=MY_SETTING line=BLUE path=/opt/
configuration.txt”

Extract /tmp/package.tgz to /opt/ on all hosts in webservers

ansible webservers -b -m unarchive -a "src=/tmp/package.tgz dest=/opt/
remote_src=yes"

Set the group ownership of a directory on each host in webservers

ansible webservers -b -m file -a "recurse=yes sate=directory path=/opt/
automators/secrets group=protected"
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Modules

Please refer to https://docs.ansible.com/ansible/latest/modules/modules by _category.html for
Ansible module index.

Files

Archive

Some examples using the archive modules:

tasks:

- name: Backup Directory /var/log/application01/
- archive:
path: /var/log/application01/
dest: "/var/backups/application01-{{ ansible_date time.date }}.tgz'

Copy

tasks:

- name: Copy File

- copy:
src: /var/log/application01/filename
dest: "/var/backups/filename
owner: root
group: root
mode: u=r,g=r,o=

Fetch

tasks:
- name: Copy File from Remote Node

- fetch:

src: /var/log/application01/filename
dest: "/var/backups/

Lineinfile

The following playbook add a line after a string:
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[ ] 1. vagrant@centos-7-base:/home/playbooks/library (ssh)
[vagrant@centos-7-base library]$ more file.conf
Listen 80
[vagrant@centos-7-base library]$
[vagrant@centos-7-base library]$ more lineinfile.yaml
- hosts: localhost

tasks:

- name: Add line
lineinfile:
path: /home/playbooks/1ibrary
line: "Listen 8080"

insertafter: "Alisten 80%"
-7-base library]$
base library]$
[vagrant@centos-7-base library]$ ansible-playbook lineinfile.yaml
[WARNING]: No inventory was parsed, only implicit localhost is available

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match all®

PLAY [LOCALROSE] *¥kksisoksomksonkkdontokkxokkkbok daok o Kk R AR KRR AR K KRR AR KRR AR KRR KRR KR KRR AR KKK KRR KRR R KR X AR KR KA KRR AR KRR R KRR KA KRR K KRR AR AR K AR HOR KA KRR R K

TASK [Gathering FOCES] *##%Hhhksssthhhhssshnkhs s shkhhks s shhhhs s ahhhhks s hhhhhs s stk ss ks ssthreks s hbers s sthmeks s rmees s snnrekssrnees s anresssmess s neeesssrees s s s a e s
ok: [Llocalhost]

TASK [Add Line] *HHsk s sk stk ks sk kxk Ak Ak A KA AR KAR AR AR KRR AR IR AR KR AR AR AR KRR AR IR KR AR KRR AR KRR AR R KRR AR R AR KRR SR R KRR AR R AR KRR SR R KR R R R

changed: [localhost]

PLAY RECAP HHHkhkdokbobdok kb o kb ok Aok A R AR AR R R KRR R R R KRR R R R RO R R F KRR R R K KR Rk R

Tocalhost : change unreachable=0  failed=0  skippe rescued ignored=0

[vagrant@centos-7-base library]$ more file.conf
Listen 80

Listen 8080

[vagrante base library’

The following playbook deletes a line from a file:

[ ] 1. vagrant@centos-7-base:/home/playbooks/library (ssh)
[vagrant@centos-7-base library]$ more file2.conf
Listen 80
Listen 8080
requirePermissions no
UserLogin no
[vagrant@centos-7-base library]$
[vagrant@centos-7-base library]$
[vagrant@centos-7-base library]$ more lineinfiledelete.yaml
- hosts: localhost
tasks:
- name: Remove line from file
lineinfile
path: /home/playbooks/library/file2.conf
regexp: "ArequirePermissions"
state: absent
[vagrant@centos-7-base library]$
entos-7-base library]$
[vagrant@centos-7-base library]$ ansible-playbook lineinfiledelete.yaml
[WARNING]: No inventory was parsed, only implicit localhost is available

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match 'all®

PLAY [LOCALROSE] *HHHF K5k AR KSR AR K S KAK KA AR KA AR AR KR AR IR AR HH AR AR R AR KRR AR IR HH AR AR AR KRR AR SRR AR AR AR R AR KRR AR R KR AR AR AR KRR AR R KR S AR R KRR AR

TASK [Gathering FaCts] Hsassskts sk sk sohk sk kak kak bk kAR RRK AR KRR R IR KRR AR KARRRE AR KRR R SRR KRR AR R AR KRR AR AR KRR AR R AR KRR SR R KR HE AR KRR KRR SR KRR KRR AR R

ok: [Llocalhost]

a1 L ——
changed: [localhost]

D 0 I S —

alhost : ol ang unreachable=0 failed=0 i ued: ignored=0

[vagrant@centos-7-base library]$ more file2.conf
Listen 80

Listen 8080

UserLogin no

[vagrant@centos-7-base library]s ||

Replace

This is an example of playbook using the replace module.
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[ ] 1. vagrant@centos-7-base:/home/playbooks/library (ssh)
[vagrant@centos-7-base library]$ more file3.conf
Listen 80
Listen 8080
UserLogin no
domainName www.fulcanelli.com
sshEnabled
subdmonain cloud.fulcanelli.com
[vagrant@centos-7-base library]$
[vagrant@centos-7-base library]$ more replace.yaml
- hosts: localhost
tasks:
- name: Replace string "fulcanelli.com" with "madrid.es"
replace
path: /home/playbooks/library/file3.conf
regexp: '(.*)?fulcanelli\.com(.*)?$"
replacs \1madrid.es\2"
backup: yes
[vagrant@centos-7-base library]$
[vagrant@centos-7-base library]$ ansible-playbook replace.yaml
[WARNING]: No inventory was parsed, only implicit localhost is available

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match 'all’

PLAY [L0CALIOSE] ¥HHRH 5k ks bk ot Ak KA AR A KR AR AR H AR HH AR AR AR AR KA AR HH AR AR AR KRR AR AR HR AR AR R AR KRR SRR KRR AR R AR KRR SRR KRR AR KRR KRR AR KRR KR A KK

TASK [Gathering FACES] sk ksksonk s kak o ak kak ik kKR AR R HAK HHKARKHR R KAR KRR IR R KRR HHHAR AR EER KRR AR R R HH AR AR AR RS SR KRR AR R AR KRR R R KRR AR R AR KRR R K

ok: [l

TASK [Replace string "fULCanelli.Com" with "madrid.es"] **Hessstkhesss hhtsssstkhrsss bbbt sshhhesss kbrbssshhhhsss s bbrssshnbssssbmhssshmrssstnmmhssshmrsssthrehsssherssstrreksss
changed: [Llocalhost]

B S ————————

localho 8 changed=1 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

[vagrant@centos-7-base library]$ more file3.conf
Listen 80

Listen 8080

UserLogin no

domainName www.madrid. es

sshEnabled

subdmonain cloud.madrid.es
[vagrantecentos-7-base library]$

Template

Example playbook using the template module.

1. vagrant@centos-7-base:/home/playbooks/library (ssh)

[vagrant@centos-7-base library]$ more template.j2
Distribution: {{ansible_distribution}}
IP Address: {{ansible_default_ipv4.address}}
Kernel: {{ansible_kernel}}
[vagrant@centos-7-base library]$
[vagrant@centos-7-base library]$ more template.yaml

localhost

- name: Generate file from template
templat
src: /home/playbooks/library/template. j2
dest: /home/playbooks/library/server_data
[vagrant@centos-7-base library]$
[vagrant@centos-7-base Llibrary]$ ansible-playbook template.yaml
[WARNING]: No inventory was parsed, only implicit localhost is available

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match 'all’

PLAY [LOCALROSE] ¥HHHk¥rskhkkk ok Ak AR AR A AR AR KRR A IR AR AR AR AR AR SRR A IR AR KRR AR AR AR AR AR IR ARR AR KRR R IR R RR R RR KRR AR K

TASK [Gathering FaCES] *##K+hkssshkinkss huirs s shhinkss bbbt s shhhetss bbrrss s aresssErErss s EEREE SRS EREEE S SR £ 8RS EE S8 E RS SRR S8 H S8 8RS8 4SS SRR RS8R 858
ok: [localhost]

TASK [Generate file from template] *FkFksassskdsksksshk sk kakkrk bk kb bk K ERE KRR KRR KRR REERERHRRR R R R RR KRR R R R AR R R R R R R R KRR R R R R KRR KRR AR R AR R AR R K

ok: [Llocalhost]

D 0 R ———

localh : changed=0  unreachable-d  failed-d  skipped=®  rescued-0  ignored=0

[vagrant@centos-7-base library]$ more server_data
Distribution: Cent0S

IP Address: 10.0.2.15

Kernel: 3.10.0-957.12. .x86_64
[vagrant@centos-7-base library]$
[vagrant@centos-7-base library]$ [|

Yum

Example playbook using the yum module for installing https and mariadb packages.
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[ ] 1. root@centos-7-base:/home/playbooks/library (ssh)
[root@centos-7-base libraryl# yum -q list installed mariadb &/dev/null 8& echo "Installed” || echo "Not installed"
Not installed
[root@centos-7-base libraryl#

[root@centos-7-base libraryl# more yum.yaml
- hosts: localhost
tasks:
- name: Install Packages with Yum
yum:
name: "{{ item }}"
state: present
with_items:
- httpd
- mariadb
[root@centos-7-base library]#
[root@centos-7-base library]# ansible-playbook yum.yaml
[WARNING]: No inventory was parsed, only implicit localhost is available

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match 'all’

PLAY [L10CALROSE] ¥k kssskdonikok sk ok donok ok kAR AR AR HR R AR KA AR KKK AR AR R OR AR K AR R RO KRR AR KRR AR KR ORI OR R KRR KRR AR KRR AR KR AR AR

TASK [GGthering FaCES] #*#HHekssshhhessstkhnssshhhhss s hhkhs s shhhhhssthhhhss hhhssthrrks s shehsssthrekssthbees s shmmesssthresssmmees s meesssneesssmmeessssneeesssmehs s snnesssnn
ok: [Llocalh

TASK [Install Packages with YUM] #F stk sk sk sonk s kak kak ok kaknk sk kakHrk 6 KAk KAR R KRR RK IR RR KRR KRR KRR R SR KRR KR SR R R KRR AR AR KR KRR KRR A KRR KR SR R KRR KRR AR

changed: [localhost] => (item=[u’httpd’, u'mariadb'l)

PLAY RECAP **hkbbbbbbbbbohbbohb bbb bbb A A A A AR AR A AR AR IR A IR IR A IR IR IR IR o oo oo oo oo oo oo oo oo oo oo oo oo oo oo oo ook

Localhost : ok=2  changed=1  unreachable-0  failed0  skipped-@  rescued-0  ignored-0

@centos-7-base libraryl# yum -q list installed mariadb &/dev/null & echo "Installed” || echo "Not installed"
Installed
[root@centos-7-base Llibraryl# [|

Command

Example playbook using the raw command module.

[ ] 1. root@centos-7-base:/home/playbooks/library (ssh)

[root@centos-7-base libraryl# more command.yaml
- hosts: localhost
tasks:
- name: Execute a command
command: more /etc/resolv.conf
register: resolv_conf
resolv_conf . stdout

[WARNING]: No inventory was parsed, only implicit localhost is available

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match 'all’

PLAY [L0CALROSE] ¥¥¥Hkkssskdons sk sok ok Ak AR H AR A AR AR AR AR KR SRR AR AR R R AR KRR AR AR KRR KRR R KRR OR KR KRR R KRR R AR KRR KRR R AR AR

TASK [Gathering FaCES] *Hkki kit ki ki kiokk ok ok Ak Ak KAk K A BRI E SRS R KRR RSk E Kk Kk S0k KRk K KRR E R R R SRR KRR
ok: [localhost]

TASK [EXCCULE G COMMANG] **¥HFXH kK KAk KAk AR KR KR KR K KA KHKARKAKRRK AR KRR KRR HE AR HHRR KRR R KRR R RHE AR KHREREER R R R AR AR R R R KRR KRR KR AR R R R R R R KRR R KRR K KR

changed: [localhost]

TASK [debug] **+#kstii s bk sk ik kb k kAR A AR KRR R KRR R R R R R R R AR R R R R
[localhost] = {
"resolv_conf. stdout": 288283888 0 f\n::::ziiiiiiiii\n; generated by /usr/sbin/dhclient-script\nnamese

PLAY RECAP #bbbbobbohobtohobtohobdodob oo o A A A A A A A oo oo oo oo oo oo oo o oo oo oo oo o oo oo oo oo oo oo oo oo oo oo oo oo ook

localhost : ok=3 changed=1 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

[root@centos-7-base library]# more /etc/resolv.conf
; generated by /usr/sbin/dhclient-script
nameserver 10.0.2.3
[root@centos-7-base libraryl#

entos-7-base libraryl#

centos-7-base libraryl# [

System

Firewalld
Example playbook using the firewalld module allowing ports 80 and 443.
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[ ] 1. root@centos-7-base:/home/playbooks/library (ssh)
[root@centos-7-base libraryl#
[root@centos-7-base library]# more firewalld.yaml
- hosts: localhost

tasks:

- name: Firewalld allow HTTP and HTTPS
service:
name: firewalld
state: started
enabled: true

- firewalld:
service: "{{ item }}"
permanent: true
state: enabled
notify: reload firewalld
with_items:
- http
- https

handlers:

- name: reload firewalld

command: firewall-cmd --reload
[root@centos-7-base libraryl# [|

[ ] 1. root@centos-7-base:/home/playbooks/library (ssh)
[root@centos-7-base libraryl# firewall-cmd --zone=public --list-services
ssh dhcpv6-client
[root@centos-7-base libraryl#
[root@centos-7-base library]# ansible-playbook firewalld.yaml
[WARNING]: No inventory was parsed, only implicit localhost is available

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match 'all’

PLAY [LOCLROSE] ¥HF*Hk 5kt kb ks kh sk Ak kKKK KK FAREERRKEREEAREHRRHERR R HRE AR AR SRR AR AR R R R R R R R RR R R R RR R R R R R R KRR KRR KRR R RR R R R KR

TASK [Gathering Facts] *+%&%ssssssshmmtrsssssssssssntthrrtstskssssststtbbrbrtttssssssttnthbmbmmttskssssstnthmheheh sk es s stttk h R eSS S e R RS KSR S H TR RS R SRS R SRR R
ok: [Llocalhost]

B RPN ——
ok: [le

TASK [Firewalld] ****hhks s sammhss shaiks s amks s hkikks XKk S EEKERKEEE KRS S EER R E R RS EE R EE R X R RS ER RSB E KK £ HH K E SRS EHH K $EH S S H RS ER RS E R
changed: [localhost]

changed: [Llocalhost]

RUNNING HANDLER [reload Firewalld] ks sammks s sthitks s shmtks sahhikssshhmtks s shhiks sathh sanirkts s ks s aninks s s aks s ks a ks eSS S H K S EHR S S RR R SRR S E R

changed: [localhost]

PLAY RECAP *bkobobobtobobdoboh ook oo o o A A A A A A A A A Ao oo oo oo oo oo oo oo oo oo oo oo ook

localhost : ok=4  changed=2  unreachable=0  failed=0  skipped rescued=0  ignored=0

[root@centos-7-base libraryl# firewall-cmd --zone=public --list-services
ssh dhcpvb-client http https

Timezone

This playbook uses the timezone module for setting the timezone.

[ ] 1. root@centos-7-base:/home/playbooks/library (ssh)

[root@centos-7-base library]# more timezone.yaml
Localhost

- name: Set timezone to Europe/Madrid
timezon
name: Europe/Madrid
[root@centos-7-base libraryl#
[root@centos-7-base libraryl# [

Jira

This playbook creates a task in Jira.

[ ] 1. root@centos-7-bas /playbooks/library (ssh)
B hosts: localhost
tasks:
- name: Create an incident in Jira

https://domain.atlassian.net/
username: javier

password: fdsfdsfnekf

project: AnsibleAutomation
operation: create

summary: New Incident

description: Ansible playbook failed
issuetype: Task
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Notifications
Slack

- name: Sending message to Slack Channel
slack:
token: '{{ slack_token }}'
channel: "#companynameAnsible"
domain: "companyname.slack.com”
parse: "full”
color: "good"”
msg: 'The changes is completed on {{ inventory hostname }}.'

Twilio

- name: Send an SMS to multiple phone numbers when the change is
completed
twilio:
msgq: The configuration change is completed!
account_sid: XXXXXXXXXXX
auth_token: XXXXXXXXXXX
from_number: +34XXXXXXXXX
to_number:
- +34XXXXXXXX 1
- +34XXXXXXXX2
delegate_to: localhost

NOTE: The delegate_to: localhost is often required when interworking with APIs.
connection: local runs your entire playbook play locally.
delegate_to: localhost runs a specific task on the localhost.

Custom Modules: Writing your own module

Folder Structure

Ansible requires that the module is stored at /library/custom_module_name.py at the same level
where the playbook is located.

In the following example, the playbook is called "main.yaml" and the customer module
"multiply.py" is located in the /library/ folder.
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[ J 1. root@centos-7-base:/home/playbooks/custom_module (ssh)
[root@centos-7-base custom_module]# tree

I-- library
|- multiply.py
*-- main.yaml

1 directory, 2 files
[root@centos-7-base custom_module]# more main.yaml
- hosts: localhost
gather_facts: False
tasks:
- multiply:
a: 200
b: 666
register: result
- debug: var=result
~7-base custom_module]#
-7-base custom_modulel# [|

Ansible recommends to include strings for DOCUMENTATION and EXAMPLES at the top of our
module code.

DOCUMENTATION ="

module: multiply
short_description: Multiply two given numbers

m

EXAMPLES =™

tasks:
- multiply:
a: 200
b: 10
register: result
- debug: var=result

m

The key part is to import the boilerplate code from ansible.module_utils.basic like this:

from ansible.module_utils.basic import AnsibleModule

if _name_ _==' main__"

main()

The AnsibleModule provides lots of common code for handling returns, parses your arguments
for you, and allows you to check inputs.
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[root@centos-7-base custom_module]# cd library/

stom_module/Library
e library]# cat multiply.py

module_args = dict(
a=dict(type="int', required=True),
b=dict(type='int', required=True)

result = dict(
changed=False,
output=""

b}

module = AnsibleModule(
argument_spec=module_args,
supports_check_mode=True

result['output'] = module.params['a'] * module.params['b']
module. exit_json(**result)

def main():
run_moduleQ)

if __name__ == '__main_':
main(Q)
[root@centos-7-base libraryl# [

Let's run the playbook and check the result:

® 1. root@centos-7-base:/home/playbooks/custom_module (ssh)

[root@centos-7-base custom_modulel# ansible-playbook main.yanl
[WARN No inventory was parsed, only implicit localhost is available

[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit localhost does not match *all’

PLAY [localhost]

TASK [multiply]
ok: [localhost]

B e

[root@centos-7-base custom_module]# [|

Roles

Roles are nothing but directories laid out in a specific manner. Roles follow predefined directory
layout conventions and expect each component to be in the path meant for it. A role directory
structure contains the directories below. Each directory must contain a main.yml which is the
default file.

[root@centos-7-base unxnn.mysqlJ# Is -Irt

total 12

-rw-rw-r--. 1 root root 7657 May 8 11:03 README.md
-rw-rw-r--. 1 root root 1061 May 8 11:03 LICENSE
drwxr-xr-x. 2 root root 22 Jun 14 12:04 handlers
drwxr-xr-x. 2 root root 22 Jun 14 12:04 defaults
drwxr-xr-x. 3 roof root 21 Jun 14 12:04 molecule
drwxr-xr-x. 2 root root 67 Jun 14 12:04 templates
drwxr-xr-x. 2 root root 143 Jun 14 12:04 tasks
drwxr-xr-x. 2 root root 64 Jun 14 12:04 vars
drwxr-xr-x. 2 root root 39 Jun 14 12:04 tests
drwxr-xr-x. 2 root root 50 Jun 14 12:04 meta
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Defaults: default variables for the role

Vars: variables for the role

Tasks: the main list of steps to be executed by the role

Files: contains files which we want to be transferred to the host
Templates: file template which supports modifications from the role
Meta: contains metadata of role such as dependencies

Handlers: handlers which can be invoked by notify directives

-- unxnn.mysql
-- defaults
-- main.yml
-- handlers
-- main.yml
-- LICENSE
-- meta
-- main.yml
-- molecule
-- default
|-- molecule.yml
|-- playbook.yml
|-- tests
| °--test _default.py
‘-- yaml-lint.yml|
-- README.md
-- tasks
|-- configure.yml
|-- main.yml
|-- secure-installation.yml|
|-- setup-Debian.yml
|-- setup-RedHat.yml
"-- variables.yml|
-- templates
|-- my.cnf.j2
|-- root-my.cnf.j2
-- user-my.cnf.j2
-- tests
|-- inventory

-~ test.yml

Ansible AWX - Getting Started

52



Ansible AWX - Getting Started

Let's take a glance of these files:
/defaults/main.yml

# MySQL connection settings.

mysql_port: "3306"

mysql_bind_address: '127.0.0.1'

mysql_skip_name_resolve: false

mysql_datadir: /var/lib/mysql

mysql_sql_mode: "'

# The following variables have a default value depending on operating system.
# mysql_pid_file: /var/run/mysqld/mysqld.pid

# mysql_socket: /var/lib/mysql/mysql.sock

# Log file settings.
mysql_log_file_group: mysql

# Slow query log settings.

mysql_slow_query_log_enabled: false

mysql_slow_query_time: "2"

# The following variable has a default value depending on operating system.
# mysql_slow_query_log_file: /var/log/mysql-slow.log

# Memory settings (default values optimized ~512MB RAM).
mysql_key_buffer_size: "256M"

mysql_max_allowed_packet: "64M"

mysql_table_open_cache: "256"

mysql_sort_buffer_size: "1M"

mysql_read_buffer_size: "1M"

mysql_read_rnd_buffer_size: "4M"
mysql_myisam_sort_buffer_size: "64M"

/handlers/mail.yml

[root@centos-7-base handlers]# pwd
/root/.ansible/roles/unxnn.mysql/handlers
[root@centos-7-base handlers]# 1s

main.yml

[root@centos-7-base handlers]# cat main.yml

- name: restart mysql
service: "name={{ mysql_daemon }} state=restarted sleep=5"
[root@centos-7-base handlers]#

/meta/main.yml
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[root@centos-7-base metal# pwd
/root/.ansible/roles/unxnn.mysql/meta
[root@centos-7-base meta]#
[root@centos-7-base metal# 1s

main.yml

[root@centos-7-base metal# cat main.yml

dependencies: []

galaxy_info:
author: unxnn
role_name: mysql
description: MySQL server for RHEL/CentOS and Debian/Ubuntu.
license: "license (MIT)"
min_ansible_version: 2.4
platforms:
- name: EL
versions:
-6
=7
- name: Ubuntu
versions:
- all
- name: Debian
versions:
- all
galaxy_tags:
- database
mysql
mariadb
db
sql
[root@centos-7-base meta

/tasks/main.yml

[root@centos-7-base unxnn.mysql]# cd tasks/
[root@centos-7-base tasks]# 1s
configure.yml main.yml secure-installation.yml setup-Debian.yml setup-RedHat.yml variables.yml
[root@centos-7-base tasks]# more main.yml
Variable configuration.
include_tasks: variables.yml

Setup/install tasks.
include_tasks: setup-RedHat.yml
when: ansible_os_family == 'RedHat’'

include_tasks: setup-Debian.yml
when: ansible_os_family == 'Debian’

name: Check if MySQL packages were installed.
set_fact:
mysql_install_packages: "{{ (rh_mysql_install_packages is defined and rh_mysql_install_packages.changed)
or (deb_mysql_install_packages is defined and deb_mysql_install_packages.changed) }3}"

figure MySQL.
include_tasks: configure.yml
include_tasks: secure-installation.yml

name: Ensure MySQL databases are present.
mysql_db:
name: "{{ item.name }}"
collation: "{{ item.collation | default('utf8_general_
encoding: "{{ item.encoding | default('utf8') }}"
state: "{{ item.state | default('present') }}"
with_items: "{{ mysql_databases }}"

name: Ensure MySQL users are present.

/templates/
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[root@centos-7-base unxnn.mysql]# cd templates/
[root@centos-7-base templates]# ls

my.cnf.j2 root-my.cnf.j2 user-my.cnf.j2
[root@centos-7-base templates]# cat my.cnf.j2
# {{ ansible_managed }}

[client]
#password = your_password
= {{ mysql_port }}
= {{ mysql_socket }}

[mysqld]
port = {{ mysql_port }}
bind-address = {{ mysql_bind_address }}
datadir = {{ mysql_datadir }}

= {{ mysql_socket }}
pid-file = {{ mysql_pid_file }}
{% if mysql_skip_name_resolve %}
skip-name-resolve
{% endif %}
{% if mysql_sql_mode %}
sql_mode = {{ mysql_sql_mode }}
{% endif %}

# Logging configuratiol

{% if mysql_log_erro 'syslog' or mysql_log == 'syslog' %}
syslog

syslog-tag = {{ mysql_syslog_tag }}

{% else %}

{% if mysql_log %}

log = {{ mysql_log }}

{% endif %}

log-error = {{ mysql_log_error }}

Ivars/

[root@centos-7-base unxnn.mysql]# cd vars/
[root@centos-7-base vars]# 1s
Debian.yml RedHat-6.yml RedHat-7.yml
[root@centos-7-base vars]# cat RedHat-7.yml
__mysql_daemon: mariadb
__mysql_packages:

- mariadb

- mariadb-server

- mariadb-libs

- MySQL-python

- perl-DBD-MySQL
__mysql_slow_query_log_file: /var/log/mysql-slow.log
__mysql_log_error: /var/log/mariadb/mariadb.log
__mysql_syslog_tag: mariadb
__mysql_pid_file: /var/run/mariadb/mariadb.pid
__mysql_config_file: /etc/my.cnf
__mysql_config_include_dir: /etc/my.cnf.d
__mysql_socket: /var/lib/mysql/mysql.sock
__mysql_supports_innodb_large_prefix: true
[root@centos-7-base vars]#

Molecule

Please refer to the following link: https://molecule.readthedocs.io/en/stable/

Ansible Galaxy

Ansible Galaxy refers to the Ansible website where users can share roles, and to a command
line tool for installing, creating and managing roles.

https://galaxy.ansible.com/home
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The ansible-galaxy command comes bundled with Ansible, and you can use it to install roles
from Galaxy or directly from a git based SCM. You can also use it to create a new role, remove
roles, or perform tasks on the Galaxy website.

The command line tool by default communicates with the Galaxy website API using the server
address https://galaxy.ansible.com. Since the Galaxy project is an open source project, you may
be running your own internal Galaxy server and wish to override the default server address. You
can do this using the —server option or by setting the Galaxy server value in your ansible.cfg file.
For information on setting the value in ansible.cfg visit Galaxy Settings.

Search
Search the Galaxy database by tags, platforms, author and multiple keywords. For example:

$ ansible-galaxy search elasticsearch

List installed roles
Use list to show the name and version of each role installed in the roles _path.

$ ansible-galaxy list

- chouseknecht.role-install_mongod, master
- chouseknecht.test-role-1, v1.0.2
- chrismeyersfsu.role-iptables, master

- chrismeyersfsu.role-required_vars, master

Remove installed roles

Use remove to delete a role from roles_path:
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Import a role

The import command requires that you first authenticate using the login command. Once
authenticated you can import any GitHub repository that you own or have been granted access.

Use the following to import to role:

$ ansible-galaxy import github_user github_repo

UCS Manager Management

Some of the examples below are executed upon Cisco Devnet sandboxes: https://
developer.cisco.com/site/sandbox/

Looking for a development lab?

Dig in with DevNet Sandbox - technology packed Cisco labs - today! FREE with 24x7 access!

Learn more Get started with Sandbox

EXPLORE TECHNOLOGIES »

000

Networking Data Center Cloud Security

Collaboration Analytics & Open Source
Automation

Once your lab is reserved, the VPN credentials are sent by email as shown below:

57


https://developer.cisco.com/site/sandbox/
https://developer.cisco.com/site/sandbox/

Ansible AWX - Getting Started

& DEVNET LAB MANAGEMENT JAVIERBALTARBARRIO ~ DEVNET  HELP

SANDB!

v /' UCSManagement Ghssomintef) [y [BF @@mE)  view

i INSTRUCTIONS b COMMANDS [E] ACTIVITY ). OUTPUT 4 NAVIGATOR

INSTRUCTIONS SANDBOX

UCS Overview Credentials Development Hello World VPN

I here are several components in the UGS Management Sandbox each UCS Director_3d57a... UCS Manager 1_86t.. UCS Manager 2._369...
with a specific login or logins in the case of UCS Director. 10.10.20.101 10.10.20.113 10.10.20.170
CUCSD Fishing Bay UCSPE UCSPE
[ ] e @

Component  IP Address Method Username Password \ I /
UCS Director 10.10.20.101 | SSH root ucsD!321 VLAN 635
UCS Director 10.10.20.101 | HTTPS |shelladmin | ciscopsdt Service

VLAN SJ RANGET
UCS Director 10.10.20.101 |[HTTPS |admin ciscopsdt i

n = g | 95% I More

UCS Manager 1 | 10.10.20.113 | SSH ucspe ucspe

UCS Manager 1 | 10.10.20.113 | HTTPS |ucspe ucspe
UCS Central_27d67f. Windows 2012_bdd. Cent0S_2c9e08f3
UCS Manager 2 |10.10.20.110 | SSH ucspe ucspe 10.10.20.102 10.10.20.21 10.10.20.20
ucs Manager o 10.10.20.110 | HTTPS ucspe ucspe UCSPE ° Model Windows ° Model Ubuntu - SSH
UCS Central 10.10.20.102 | SSH admin ciscopsdt
UCS Central 10.10.20.102 | HTTPS |admin ciscopsdt
Windows 10.10.20.21 |RDC administrator | ciscopsdt
CentOS 10.10.20.20 |SSH root cisco123

You have to set up the VPN connection:

| JON | AnyConnect o]
Secure Mobility Client cISCcOo

Disconnect

IPv4

Web Security:

No License Key.

System Scan:
No policy server detected.

Default network access is in effect.

Roaming Security:
You are not currently protected by Umbrella.

Profile is missing.

AMP Enabler:
Waiting for configuration...

In order to interwork with UCS Manager, the "ucsmsdk" must be installed:
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o 1. root@centos-7-base:/home/playbooks/ucs (ssh)
root@centos-7-base:... 381 ucspe@10.10.20.113... 882

[root@centos-7-base ucs]# pip install ucsmsdk
DEPRECATION: Python 2.7 will reach the end of its life on January 1st, 2020. Please upgrade your Python as Python 2.7 won't be maintaine
d after that date. A future version of pip will drop support for Python 2.7.

Requirement already satisfied: ucsmsdk in /usr/lib/python2.7/site-packages (0.9.8)

Requirement already satisfied: pyparsing in /usr/lib/python2.7/site-packages (from ucsmsdk) (2.4.0)
Requirement already satisfied: six in /usr/lib/python2.7/site-packages (from ucsmsdk) (1.12.0)
Requirement already satisfied: setuptools in /usr/lib/python2.7/site-packages (from ucsmsdk) (41.0.1)
[root@centos-7-base ucs]#

For testing purposes, | have created the inventory file below:

[ ) 1. root@centos-7-base:/home/playbooks/ucs (ssh)
root@centos-7-base:... 381 ucspe@10.10.20.113... 32

[root@centos-7-base ucs]# cat inventory

[ucs]
ucsl ucs_ip=10.10.20.113 ucs_username=ucspe ucs_password=ucspe
[root@centos-7-base ucs]# I

The following playbook configures an address pool in UCS.

[ J 1. root@centos-7-base:/home/playbooks/ucs (ssh)
root@centos-7-base:... ¥#1 ucspe@10.10.20.113... 32

- hosts: ucs

connection: local

gather_facts: no

tasks:

- name: Configure IPv4 address pool

ucs_ip_pool:
hostname: 10.10.20.113
username: "{{ ucs_username }}"
password: "{{ ucs_password }}"
name: ip-pool-ansible-javier-test
order: sequential
first_addr: 192.168.0.1
last_addr: 192.168.0.20
subnet_mask: 255.255.255.0
default_gw: 192.168.0.18
primary_dns: 172.16.1.15

Running the playbook:

# ansible-playbook create-pool-yaml -i inventory -vvv
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[ ) 1. root@centos-7-base:/home/playbooks/ucs (ssh)
root@centos-7-base:... 381 ucspe@10.10.20.113... 32

<ucsl> EXEC /bin/sh -c 'rm -f -r /root/.ansible/tmp/ansible-tmp-1560551 81722156568/ > /dev/null 2 sleep 0'
changed: [ucsl] => {
"ansible_facts": {
"discovered_interpreter_python": "/usr/bin/python"

b

"changed": true,

"invocation": {

"module_args": {

"default_gw": "192.168.0.19",
"descr": ""
"first_add "192.168.0.2",
"hostname": "10.10.20.113
"ipv6_default_gw": "
"ipv6_first_addr": null,
"ipv6_last_addr": null,
"ipve_prefix": "64",
"ipv6_primary_dns"
"ipv6_secondary_d : 5
"last_addr": "192.168.0.21",
"name": "ip-pool-ansible-test-javier",
"order": "sequenti
"org_dn": "org-root",
"password": "VALUE_SPECIFIED_IN_NO_LOG_PARAMETER",
"port": null,
"primary_dns": "172.16.1.15",
"proxy": null,
"secondary_dns": "0.0.0.0",
"state": "present",
"subnet_mask": "255.255.255.0",
"use_proxy": true,
"use_ssl": true,
"username": "VALUE_SPECIFIED_IN_NO_LOG_PARAMETER"

PLAY RECAP #¥¥¥kkkkkkkk kbbb bbbt bbbk bbbk Rk b kb kbbb ook ook koo sk oo oo oo o o

ucsl 1 ok=1 changed=1 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

You can establish an SSH connection towards UCS Manager and check that the pool is
created:

[ ) 1. ssh ucspe@10.10.20.113 (ssh)
root@centos-7-ba... ®81 ucspe@10.10.20.113... 32

ucspe# show configuration | b ip-pool-ansible-test-javier
enter ip-pool ip-pool-ansible-test-javier
enter block 192.168.0.2 192.168.0.21 192.168.0.19 255.255.255.0
set primary-dns 172.16.1.15 secondary-dns 0.0.0.0
exit
set assignment-order sequential

Similarly, the following playbook creates a VLAN.

[ ) 1. root@centos-7-base:/home/playbooks/ucs (ssh)
root@centos-7-base:... 1 ucspe@10.10.20.113... 32

[root@centos-7-base ucs]# cat configure-vlan.yaml
- hosts: ucs
connection: local
gather_facts: no
tasks:
- name: Configure VLAN

ucs_vlans:

hostname: 10.10.20.113

username: "{{ ucs_username }}"

password: "{{ ucs_password }}"

name: vlan-javier-demo-ansible

id: '9'

native: 'yes'
[root@centos-7-base ucs]# I

Running the playbook:
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o 1. root@centos-7-base me/playbooks/ucs (ssh)

root@centos-7-base:... 381 ucspe@10.10.20.113... 32

[root@centos-7-base ucs]# ansible-playbook configure-vlan.yaml -i inventory
PLAY [UCS] ke 3k ok ok ok ok ok ok ok ok ok ok ok ok 3k ok ok ok ok o o o o o ok o o ke ok ok ok ok sk ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok 3k ok ok ko ok ok o ok e ok ok ok sk sk ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok o o ok ok o o ok ok e ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok sk ok k sk sk ok ok ok

TASK [Configure VLAN] sksokskokkorksokkonkokok ok ko ok ko ok koo koo o oo oo oo o o o R R AR R R

changed: [ucsl]

PLAY RECAP #¥¥¥ kbbb oot ook koo kb koo koo sk sk koo ook ook oo oo o o

ucsl : ok=1 changed=1 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

[root@centos-7-base ucs]# I

Validating that the VLAN is created:

o 1. ssh ucspe@1 0.113 (ssh)
root@centos-7-ba... 81 ucspe@10.10.20.113... 32

ucspe# show configuration | b vlan-javier-demo-ansible
enter vlan vlan-javier-demo-ansible 9

set mcastpolicy ""
set native yes
set pubnwname
set sharing none
set vlan-comp-type included
set vlan-id 9
localize

Cisco NXOS Management

Please refer to: https://docs.ansible.com/ansible/latest/modules/list_of network_modules.html?
highlight=nxos

ANSIBLEFEST PRODUCTS COMMUNITY 'WEBINARS & TRAINING BLOG

Nxos

nxos_aaa_server - Manages AAA server global configuration

documentation archive, nxos_aaa_server_host - Manages AAA server host-specific configuration

nxos_acl - Manages access list entries for ACLs

nxos_acl_interface - Manages applying ACLs to interfaces

nxos_banner - Manage multiline banners on Cisco NXOS devices

nxos_bgp - Manages BGP configuration

nxos_bgp_af - Manages BGP Address-family configuration

nxos_bgp_neighbor - Manages BGP neighbors configurations
nxos_bgp_neighbor_af - Manages BGP address-family’s neighbors configuration
nxos_command - Run arbitrary command on Cisco NXOS devices

Installation Guide

Ansible Porting Guides

nxos_config - Manage Cisco NXOS configuration sections
nxos_evpn_global - Handles the EVPN control plane for VXLAN
nxos_evpn_vni - Manages Cisco EVPN VXLAN Network Identifier (VNI)
nxos_facts - Gets facts about NX-OS switches

nxos_feature - Manage features in NX-OS switches

B User Guide

Ansible Quickstart

Getting Started

Working with Command Line Tools

nxos_file_copy - Copy a file to a remote NXOS device

Introduction To Ad-Hoc Commands nxos_gir - Trigger a graceful removal or insertion (GIR) of the switch

Playbooks

Create VLANSs

This is the initial NXOS device configuration:

61


https://docs.ansible.com/ansible/latest/modules/list_of_network_modules.html?highlight=nxos
https://docs.ansible.com/ansible/latest/modules/list_of_network_modules.html?highlight=nxos

Ansible AWX - Getting Started

[ ] 1. ssh admin@sbx-nxos-mgmt.cisco.com -p 8
root@centos-7-base:... 31 admin@sbx-nxos-m... 32

sbx-n9kv-ao# show running-config | grep vlan
limit-resource vlan minimum 16 maximum 4094

feature interface-vlan

snmp-server endble traps vtp vlancreate

snmp-server endable traps vtp vlandelete

vlan 1,20,30,40,100-106

vlan 20

vlan

vlan

vlan

vlan

vlan

vlan

vlan

vlan

[ ] 1. root@centos-7-base:/home/playbooks/nxos (ssh)

root@centos-7-base:... 81 admin@sbx-nxos-m... 2

B hosts: nexus7000
connection: local
gather_facts: no

vars:
nxos_provider:
username { username }}"
password: "{{ password }}"
transport: cli
rt: 8181
timeout: 50
host: "{{ inventory_hostname }}"

tas

- name: Create VLANs
nxos_vlan:
vlan_range: "50-55"
state: present
provider: "{{ nxos_provider }}"

Running the playbook:

[ ] 1. root@centos-7-base:/home/playbooks/nxos (ssh)

admin@sbx-nxos-m... 2
le/tmp/ansible-tmp-15¢ 2 9 22/AnsiballZ_
bin/sh -c 'rm P .ansible L sible-tmp-1 > /dev/null

changed: [sbx-nxos-mgmt.cisco.com] => {
"ansible_facts": {
"discovered_interpreter_python": "/usr/bin/python"
1
"changed": true,
"commands" :
"vlan
"vlan
"vlan
"vlan
"vlan
"vlan

1,
invocation": {
"module_args": {
"admin_state": "up",

This is the list of VLANs once the playbook is executed:
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( ] 1. ssh admin@sbx-nxos-mgmt.cisco.com -p 8181 (ssh)

root@centos-7-ba... 1 admin@sbx-nxos-m... 32

sbx-n9kv-ao# show running-config | grep vlan
limit-resource vlan minimum 16 maximum 4094

feature interface-vlan

snmp-server endble traps vtp vlancreate

snmp-server endable traps vtp vlandelete

vlan 1,20,30,40,50-55,100-106

vlan 20

vlan 30

vlan 40

vlan 100

vlan 101

vlan 102

vlan

vlan

vlan

Configure Portchannels

tasks:

- name: Create portchannel 200
nxos_portchannel:
group: 200
members: [Ethernet1/1','Ethernet1/2']
mode: ‘active’
host: "{{ inventory hostname }}"
state: present

create-portchannel.yam| — ansible-getting-started
create-portchannel.yaml X

create-portchannel.yaml

CHANGES

create-portchannel.yaml

ory_hostname }}

{ nxos_provider }}"
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Feature Enablement

tasks:
- name: Ensure DHCP is enabled
nxos_feature:
feature: dhcp
state: enabled
host: "{{ inventory _hostname }}"

This is the list of features enabled:

[ ] 1. ssh admin@sbx-nxos-mgmt.cisco.com -p 8181 (ssh)
root@centos-7-base:... 1 admin@sbx-nxos-m... 32

The copyrights to certain works contained herein are owned by other
third parties and are used and distributed under license. Some parts
of this software may be covered under the GNU Public License or the
GNU Lesser General Public License. A copy of each such license is
available at

http://www.gnu.org/licenses/gpl.html and
http://www.gnu.org/licenses/1gpl.html

sk ko s s o sk o ok o ok ok ks s s ok sk o ok o ok ok oo s sk ok ok o ok o oo ok s ks sk ok ok ok ks s ook o sk sk ok ok o ko sk o sk o ok o ok ok

* Nexus 9000v is strictly limited to use for evaluation, demonstration

*
and NX-0S education. Any use or disclosure, in whole or in part of &
the Nexus 9000v Software or Documentation to any third party for any *
purposes is expressly prohibited except as otherwise authorized by &
Cisco in writing. W

ke ok ok ok ke o ok ok ok ok ok ok ok ok ok ok ok o o ok ok e ok ok ok ok ok ok ok ok ok 3k ok ok ok o o o o ok ok ok ok ok ok ok ok ok ok ok ok ko o ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok

sbx-n9kv-ao# show running-config | grep feature

feature nxapi

feature bash-shell

feature scp-server

feature bgp

feature netconf

feature restconf

feature grpc

feature interface-vlan

test APIs, explore features, and test scripts. Please

The following programmability features are already enabled:

snmp-server enable traps feature-control FeatureOpStatusChange

snmp-server enable traps feature-control ciscoFeatOpStatusChange

sbx-n9kv-ao# ||

The inventory file includes the Nexus 9K hostname, username and password:

[ ] 1. root@centos-7-base:/home/playbooks/nxos (ssh)
root@centos-7-base:... 81 admin@sbx-nxos-m... 2

[root@centos-7-base nxos]# cat inventory

[nexus7000]
sbx-nxos-mgmt.cisco.com username=admin password=Admin_1234!
[root@centos-7-base nxos]#

The playbook enables two new features: DHCP and OSPF:
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[ ] 1. root@centos-7-base:/home/playbooks/nxos (ssh)

root@centos-7-base:... 31 admin@sbx-nxos-m... 2

[root@centos-7-base nxos]# cat enable-feature-yaml

hosts: nexus7000
connection: local
gather_facts: no

vars:

nxos_provider:
username: "{{ username }}"
password: "{{ password }}"
transport: cli
port: 8181
timeout: 30
host: "{{ inventory_hostname }}"

tasks:

- name: Enable features
nxos_feature:
feature: "{{ item }}"
state: enabled
provider: "{{ nxos_provider }}"
with_items:
- dhcp
- ospf
[root@centos-7-base nxos] I

Running the playbook:

[ ] 1. root@centos-7-base:/home/playbooks/nxos (ssh)
root@centos-7-base:... 1 admin@sbx m... 82
[root@centos-7-base nxos]# ansible-playbook enable-feature-yaml -i inventory -vv
ibl 1 k 2 s
1fig fil
red module search path = [u'/root/.ansib modules', u'/usr/share/ansible/plu
2 nsible

PLAYBOOK: enable-feature-yaml *¥kkikikskskksokokkohkokiorkofkokfokokkodobodoh koo ko ook ook ook ook ok ok oo o ook oo oo o ok

1 plays in enable-feature-yaml

PLAY [nexu57000] ke b e e e e e e e e e e o K 2k 2k o e e e e e e e e e e e e e e K ke ok e e e e ke e e e e e e e e e ke K R ok ok e ke e ke e e e e e e e e ok ok ok ok ok ok ok ke e e e e e e e e e e e ok ok ok ok ok o e e e e e e e e e e e e ok K K ok ok ok o ke ke ke ke ke ke ke kK
META: ran handlers

TASK [Enable featuresj e 3 o o o o ok ok 3k 3k ok o e e e ke ke e s sk sk s o ok ok ok ok ok ok ke ke ke ke ke ke s e s ok ok ok ok ok ok ok ok ke ke ke ke ke ke ke ke e ok ok ok ok ok ok 3k 3k ok ke ke ko ke ke ke e sk ok ok ok ok ok 3k 3k 3k ok ok ok ke ke ke ke e sk sk ok sk ok ok ok ok 3k ok ok ok ok ok ok ok ok ok k sk ok ok
task path: /home/playbooks/nxos/enable-feature-yaml:18

changed: [sbx-nxos-mgmt.cisco.com] => (item=dhcp) => {"ansible_facts": {"discovered_interpreter_python": "/usr/bin/python"}, "ansible_lo
op_var": "item", "changed": true, "commands ["terminal dont-ask", "feature dhcp"], "item": "dhcp"}

changed: bx-nxos-mgmt.cisco.com] => (item=ospf) => {"ansible_loop_var": "i y nged": true, "commands": ["terminal dont-ask", "fe
ature ospf"], "item": "ospf"}

META: ran handle

MET, an handle

PLAY RECAP #¥¥¥ %%k koo ook ook ok ook ook ook ok ook ook ook ook ok ook oo ook ook ok oo ook ok ok ok ok ok sk sk sk sk sk ok ok ok ok ok ok ok ok kb ok K K K K

sbx-nxos-mgmt . cisco.com : ok=1 changed=1 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

[root@centos-7-base nxos]#

The new features are enabled:

[ ) 1. ssh admin@sbx-nxos-mgmt.cisco.com -p 8
root@centos-7-ba... #1 admin@sbx-nxos-m... 2

sbx-n9kv-ao# show running-config | grep feature

feature nxapi

feature bash-shell

feature scp-server

feature ospf

feature bgp

feature netconf

feature restconf

feature grpc

feature interface-vlan

feature dhcp

test APIs, explore features, and test scripts. Please

The following programmability features are already enabled:
snmp-server enable traps feature-control FeatureOpStatusChange
snmp-server enable traps feature-control ciscoFeatOpStatusChange
sbx-n9kv-ao#
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It is time to get into AWX and play around with all these possibilities.

You have to push your code to the Git repository:

nxos-enable-features.yam| — ansible

v ¢ .yam

Pull

Pull (Rebase)
Pull from...
Push

Push to...
Sync

ommit)

CHANGES

Checkout to...
Publish Branch

Commit All

Commit All (Amend)
Commit All (Signed Off)
Commit Staged

Commit Staged (Amend)
Commit Staged (Signed Off)
Undo Last Commit

nventory_hostname

Discard All Changes
Stage All Changes item }}"
Unstage All Changes

Apply Latest Stash

Apply Stash...

Pop Latest Stash

Pop Stash...

Stash

Stash (Include Untracked)

Show Git Output

<> Code Issues 0 Pull requests 0 Projects 0 Wiki

Branch: master v ansible-getting-started / nxos-enable-features.yaml

- JavierBaltar Tuning timeout variable for Devnet connection

1 contributor

25 lines (22 sloc) 477 Bytes

- name: Enable NXOS Features
hosts: NX0S
connection: local
gather_facts: no

vars:
nxos_provider:

username: "{{ username }}"
password: "{{ password }}"
transport: cli
port: 8181
timeout: 50
host: "{{ inventory_hostname }}"

tasks:
- name: Enable features
nxos_feature:
feature: "{{ item }}"
state: enabled
provider: "{{ nxos_provider }}"
with_items:
- dhcp
- ospf

ting-started

nxos-enable-features.yaml X

Security Insights Settings

Find file = Copy path

da46733 2 minutes ago

[

Raw | Blame History

Ensure that AWX project is updated by clicking on Sync:
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VIEWS

@ Dashboard

Jobs

B schedules

M My View

RESOURCES

& Templates

&, Credentials

|2 Projects

% Inventories
Inventory Scripts

ACCESS

VIEWS

@ Dashboard

@ Schedules

M My View
RESOURCES

@ Templates

&, Credentials

&S Projects

&% Inventories

</> Inventory Scripts

ACCESS

Ansible AWX

- Getting Started

& admin [i ] & [0}
PROJECTS [\
PROJECTS @B
SEARCH Q 1 { KEY ]
@ Ansible Training GIT
REVISION 52be668 (]
ORGANIZATION Default E @ L
LAST MODIFIED 15/6/2019 13:26:34
LAST USED 15/6/2019 13:26:34
@® CPEIOS Upgrade GIT
REVISION 7e5fdéc [)
ORGANIZATION Default c @ m
LAST MODIFIED 4/12/2018 18:18:20
LAST USED 4/12/2018 18:18:20
The revision matches with Github:
& admin [i ] & [0}
PROJECTS @
PROJECTS
SEARCH Q ‘ [ KEY l
@ Ansible Training GIT
REVISION dad6733 [
ORGANIZATION  Default T &
LASTMODIFIED  15/6/2019 13:42:49
LAST USED 15/6/2019 13:42:49
@ CPEIOS Upgrade GIT
REVISION 7esfdéc ([0)
ORGANIZATION  Default c @ w
LASTMODIFIED  4/12/2018 18:18:20
LAST USED 4/12/2018 18:18:20
Before creating the template, you have to provision the credentials.
& admin (i) & o
TEMPLATES / NXOS Enable Features @

@ Dashboard
Jobs

B schedules

M My View

RESOURCES

& Templates

&, Credentials

|2 Projects

&% Inventories

<[> Inventory Scripts

ACCESS

ﬂ Organizations

& Users

& Teams

ADMINISTRATION

Credential Types

NXOS Enable Features

DETAILS ‘ PERMISSIONS] [

NOTIFICATIONS ‘ [ COMPLETED JOBS ] [ SCHEDULES ] D SURVEY

* NAME DESCRIPTION *JOBTYPE @ [T PROMPT ON LAUNCH
{ NXOS Enable Features ] [ [ Run v J
* INVENTORY @ 1) PROMPT ON LAUNCH * PROJECT @ * PLAYBOOK ©

{Q ‘ NXOS

]

[Q ‘ Ansible Training

‘ nxos-enable-features.yaml

"]

CREDENTIAL © (7] PROMPT ON LAUNCH FORKS @ LMIT © (7] PROMPT ON LAUNCH
] [ DEFAULT |

* VERBOSITY @ [C] PROMPT ON LAUNCH JOB TAGS (2] [ PROMPT ON LAUNCH SKIP TAGS @ (7] PROMPT ON LAUNCH

[ 2 (More Verbose) v J { [

LABELS @ INSTANCE GROUPS @ JOB SLICING @

[

SHOW CHANGES @

[J PROMPT ON LAUNCH

a]

1

OPTIONS

(") Enable Privilege Escalation @
"1 Allow Provisioning Callbacks @
") Enable Concurrent Jobs @

(7 Use Fact Cache @
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& admin [i ) & 0]

CREDENTIAL TYPES / NXOS [\

VIEWS

Dashboard
& NXOS
%% Jobs

* NAME DESCRIPTION

@ Schedules NXOS ‘ (

My Vi
@ myview INPUT CONFIGURATION @
RESOURCES 1 fields:

2 - type: string
3} id: username
4 label: NXOS username
5 - secret: true
6 type: string

(& Templates
&, Credentials

= Projects

&3 Inventories

INJECTOR CONFIGURATION @
1 extra_vars:
2 password: '{{ password }}'
ACCESS 3 username: '{{ username }}'
4

<[> Inventory Scripts

H Organizations

& Users

& Teams

CANCEL SAVE

ADMINISTRATION

Credential Types

CREDENTIAL TYPES @&

Input Configuration:

fields:

- type: string

id: username

label: NXOS username
- secret: true

type: string

id: password

label: NXOS password
required:

- username

- password

& admin i) &5 O]

CREDENTIALS / EDIT CREDENTIAL @
VIEWS
@ Dashboard NXOS
% Jobs ——
DETAILS [ PERMISSIONS

ﬁ Schedules

*NAME © DESCRIPTION @ ORGANIZATION
TR (xos | | a Dpefaut

RESOURCES
* CREDENTIAL TYPE @

& Templates

Q | Nx0S |
&, Credentials
TYPE DETAILS
& Projects * NXOS USERNAME *NXOS PASSWORD
&% Inventories admin || repLace ‘ ENCRYPTED

/> Inventory Scripts

ACCESS

cancer | (B

Click on Inventory and add the NXOS host:
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@ Dashboard

Jobs

B schedules

M My View
RESOURCES

& Templates
&, Credentials
|2 Projects

&4 Inventories

Ansible AWX - Getting Started

& admin

e & o

INVENTORIES / NXOS / HOSTS

e

NXOs
[ DETAILS ] ‘ PERMISSIONS} [ GROUPS ‘ SOURCES ‘ ‘ COMPLETED JOBS
[ SEARCH Q J KEY ]

HOSTS = RELATED GROUPS

[ ) ® sbx-nxos-mgmt.cisco.com

RUN COMMANDS

ACTIONS
S 0w
ITEMS 1-1

Create the corresponding group:

VIEWS

& admin

e & o

INVENTORIES / NXOS / GROUPS

e

@ Dashboard
NXOS
DETAILS | { PERMISSIONS J SV | HosTs ] [ SOURCES | [ COMPLETED JOBS J
B8 schedules e : )
T My view [ SEARCH Q ] | Key ] RUN COMMANDS
RESOURCES GROUPS = ACTIONS
(@ Templates @ Nxos |
&, Credentials
ITEMS 1-1
& Projects
&4 Inventories
INVENTORIES HOSTS
</> Inventory Scripts - [:
Samn @ B O
LASTRAN 6/15/2019 5:09:28 PM
NXOS Enable Features job Template
ActTy
INVENTORY NXOS
PROJECT ¥ & @
crepeNTALS
LASTMODIFIED
usTRAN
NXOS Enable Features Survey jooTempite
ACTIVITY -]
INVENTORY NXOS
PROJECT Ansible Training ¥ @ o
ceonas QD)
LAST MODIFIED 6/15/2019 2:02:50 PM by admin
UisTRAN 61572019 2:02:50 PM
Retrieve Current 10S Version for CPES  job Template
ACTIVITY -
INVENTORY Customer 15 VGs.
PROJECT CPE 105 Upgrade f @ @
CrepeNTALS
LASTMODIFIED  6/5/2019 2: PM by admin
usTRAN 61512019 2:2¢:47 PM
Save Running Config of 10S Version 14.2 CPEs _erkt Tempiste
£ @ o
LAST MODIFIED 12/4/2018 9:16:44 PM by admin
Send Email - ERROR  job Template.
INVENTORY Demo Inventory € & @

You can also add a survey, which passes a variable value to the playbook execution.

| am adding a new variable called "feature_name".
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y.yaml — ansible-getting-started

! nxos-enable-features-survey.yaml X

): CHANGES

: 8181
: 50
inventory_hostname

ature
¢ "{{ item }}"
abled

ature_name }

Click on your template and Edit Survey:

& admin (i) I=/ (0]

e ~r
VIEWS

@ Dashboard
NXOS Enable Features Survey

DETAILS PERMISSIONS NOTIFICATIONS COMPLETED JOBS SCHEDULES EDIT SURVEY

Q Schedules
* NAME DESCRIPTION * JOB TYPE @ PROMPT ON LAUNCH
M MyvView
NXOS Enable Features Survey Run v
RESOURCES
* INVENTORY ©@ PROMPT ON LAUNCH * PROJECT @ * PLAYBOOK @
Q.| Nx0s Q.| Ansible Training nxos-enable-features-survey.yam| v
Credentials
CREDENTIAL @ PROMPT ON LAUNCH FORKS © LIMIT @ PROMPT ON LAUNCH
Projects
a :
Inventories
* VERBOSITY @ PROMPTONLAUNCH  JOB TAGS @ PROMPTONLAUNCH  SKIP TAGS @ PROMPT ON LAUNCH
Inventory Scripts
2 (More Verbose) v
ACCESS
LABELS @ INSTANCE GROUPS @ JOBSLICING @
. Organizations
Q L °
& Users
SHOW CHANGES @ PROMPTONLAUNCH  OPTIONS

Q Teams

Enable Privilege Escalation @

ADMINISTRATION Allow Provisioning Callbacks &
Enable Concurrent Jobs &
Credential Types Use Fact Cache @

Add a prompt, variable name and answer type:
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NXOS Enable Features Survey | SURVEY (M)

EDIT SURVEY PROMPT PREVIEW

* PROMPT * WHAT FEATURE DO YOU WANT TO ENABLE?

What feature do you want to enable?

DESCRIPTION

* ANSWER VARIABLE NAME @

feature_name

* ANSWER TYPE @

Text v
MINIMUM LENGTH MAXIMUM LENGTH

0 9 1024 o
DEFAULT ANSWER
REQUIRED

CLEAR UPDATE DELETE SURVEY CANCEL

In this case, you have to specify the feature before running the playbook as shown below:
&amn @ & O

NXOS Compare Configuration o Temsise

NXOS
Ansible Training f @& o

6/15/2019 5:09:28 PM by admin

6/15/2019 5:09:28 PM

NXOS Enable Features jooTempiste
L

NX0S
Ansible Training f @& o

6/17/2019 10:55:38 AM by admin
6/17/201910:55:38 AM

NXOS Enable Features Survey job Templae
P
NXOS
Ansible Training f A @
6/15/2019 2:02:50 PM by admin
LAST RAN 6/15/2019 2:02:50 PM

Retrieve Current 10S Version for CPEs  job Tempiate.
Acviry -
3 Customer 15 VGs
CPE 105 Upgrade f & o

IFIED  6/5/2019 2:24:47 PM by admin

Cisco ASA Management

Please refer to: https://docs.ansible.com/ansible/latest/modules/list_of network_modules.html?
highlight=asa

WEBINARS & TRAINING

BLOG

@ Documentation ANSIBLEFEST ~ PRODUCTS ~ COMMUNITY

Ansible
28

asa_acl - Manage access-lists on a Cisco ASA
asa_command - Run arbitrary commands on Cisco ASA devices
asa_config - Manage configuration sections on Cisco ASA devices
asa_og - Manage object groups on a Cisco ASA

For previous versions, see the
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Playbooks

Create Network object

- hosts: asa
gather_facts: no
connection: network_cli

vars:
object_hosts:
-10.45.16.79
-10.45.16.72

object_group: TEST

tasks:
- name: "CREATE HOST AND GROUPS ON {{ ansible_ssh_host }}"
asa_config:
lines:
- network-object host {{ item }}
parents: object-group network {{ object_group }}
with_items: "{{ object_hosts }}"

Cisco I0S Management

Please refer to: https://docs.ansible.com/ansible/latest/modules/list_of network modules.html?
highlight=ios

o Documentation ANSIBLEFEST ~ PRODUCTS ~ COMMUNITY ~ WEBINARS & TRAINING  BLOG
Ios
e [0s_banner - Manage multiline banners on Cisco 10S devices
documentation archive. o jos_bgp - Configure global BGP protocol settings on Cisco 10S
e j0s_command - Run commands on remote devices running Cisco 10S
o [@s_config - Manage Cisco I0S configuration sections
e Jos_facts - Collect facts from remote devices running Cisco 10S
o jos_interface - Manage Interface on Cisco 10S network devices
e [05_12_interface - Manage Layer-2 interface on Cisco I0S devices
Installation Guide o [os_I3_interface - Manage Layer-3 interfaces on Cisco 10S network devices
Ansible Porting Guides e jos_linkagg - Manage link aggregation groups on Cisco 10S network devices
e jos_lldp - Manage LLDP configuration on Cisco 10S network devices
o [os_logging - Manage logging on network devices
B User Guide e [@s_ntp - Manages core NTP configuration
Ansible Quickstart e 0s_ping - Tests reachability using ping from Cisco 10S network devices
. e 0s_static_route - Manage static IP routes on Cisco 10S network devices
Getting Started R N N
o [0s_system - Manage the system attributes on Cisco |OS devices
Working with Command Line Tools e [os_user - Manage the aggregate of local users on Cisco 10S device
Introduction To Ad-Hoc Commands e [0s_vlan - Manage VLANSs on |OS network devices
Working with Inventory e fos_vrf - Manage the collection of VRF definitions on Cisco I0S devices
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Deploying to Amazon Web Services

Inventory

You can configure a dynamic inventory syncing with your AWS resources.
First, configure your AWS account credentials:

& admin i) I=/ (0]

CREDENTIALS o
VIEWS
(D Bifierd CREDENTIALS @B
SEARCH Q [ Key | .
ﬁ Schedules ‘
. NAME # KIND OWNERS ACTIONS
M My View
AWS Personal Javier Amazon Web Services admin, Default rd 7] f
RESOURCES
(& Templates Customer 15 CPEs Network admin & @
&, Credentials Google Cloud Javier Personal Google Compute Engine admin, Default I [#a) W
& Projects NXOS NXOS admin, Default ¢ @ @
aha Inventories Rancher K8s Machine admin, Default S B @
<[> Inventory Scripts
ITEMS 1-5
ACCESS

Add your access and secrets keys.

& admin i) I=/ 0]

CREDENTIALS / EDIT CREDENTIAL [/

VIEWS

@ Dashboard

AWS Personal Javier

PERMISSIONS |

ﬁ Schedules
*NAME @ DESCRIPTION @ ORGANIZATION
M myView [AWS PersonaIJavier\ J { ‘ Q | Default
RESOURCES
* CREDENTIAL TYPE @
4 Templat
% g Q | Amazon Web Services J
Credentials
& TYPE DETAILS
& Projects * ACCESS KEY * SECRET KEY STSTOKEN @
& Inventories AKIA3KK6HVC56NYU4V4S J { REPLACE | ENCRYPTED ‘ [ SHOW ‘

[ it Script: (
</> Inventory Scripts aanceL | A

ACCESS

Click on Inventories:

& admin i) & (0]

INVENTORIES o

VIEWS

@ Dashboard

INVENTORIES { HOSTS }

£ schedules ‘SEARCH Q [ KEY ‘
M MyView NAME « TYPE @ ORGANIZATION & ACTIONS
RESOURCES & 0 NXOS Inventory Default S B W
4
& e & © Demo Inventory Inventory Default S @ W
&, Credentials

& @ Customer 15VGs Inventory Default -
& Projects

mems 1-3

&4 Inventories

<[> Inventory Scripts
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Click on Sources.

& admin i) =/ o

INVENTORIES / AWS Javier Personal ﬂ,‘

@ Dashboard

AWS Javier Personal

Jobs
[ PERMISSIONS ] [ GROUPS ] [ HOSTS ] [ SOURCES ] [ COMPLETED JOBS ]

Schedules
* NAME DESCRIPTION * ORGANIZATION

My View
[ AWS Javier Personal ] [ ] [Q ‘ Default J
INSIGHTS CREDENTIAL INSTANCE GROUPS @

®  Templates

al Y J
VARIABLES @

1 -

Credentials

Projects
Inventories

Inventory Scripts

Organizations

Users

Choose the Amazon EC2 source.
NOTE: VMware vCenter is also supported.

& admin i} & »

INVENTORIES / AWS Javier Personal / SOURCES / CREATE INVENTORY SOURCE &

Dashboard

CREATE SOURCE
Jobs . .

‘ SCHEDULES
Schedules ‘

* NAME DESCRIPTION * SOURCE
My View

[ AWS Javier } [ ] Choose a source -

Choose a source

Templates Sourced from a Project

Credentials Amazon EC2

Projects AWS Javier Personal Google Compute Engine

Microsoft Azure Resource Manager

(e s [ DETAILS ] [PERMISS\ONSJ [ GROUPS ] [ HOSTS. ] SOURCES COMPLETED JOBS
VMware vCenter

Inventory Scripts

Choose your AWS credentials:

SELECT CREDENTIAL

SEARCH Q] [ KEY ]

NAME &

(O AWS Personal Javier

ITEMS 1-1

Select your AWS regions:
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VIEWS.

@ Dashboard

Jobs

B schedules

M My View
RESOURCES

(& Templates
&, Credentials
Bs Projects
& Inventories
<[> Inventory Scripts
ACCESS

B organizations
& Users

& Teams

ADMINISTRATION

Ansible AWX - Getting Started

& admin i} & o

You can also apply filters:

VIEWS

@ Dashboard

ﬁ Schedules

M My View
RESOURCES

(& Templates

&, Credentials

|2 Projects

& Inventories

</> Inventory Scripts

ACCESS

H Organizations

INVENTORIES / AWS Javier Personal / SOURCES / CREATE INVENTORY SOURCE &
CREATE SOURCE
SCHEDULES
* NAME DESCRIPTION * SOURCE
| AWS Javier ( ] [ Amazon eca -
SOURCE DETAILS
CREDENTIAL REGIONS @ INSTANCE FILTERS @
‘ Q ‘ AWS Personal Javier ( [
All
ONLY GROUP BY @ UPDATE OPTIONS
[ US West (Northern California) Overwrite ©
US East (Northern Virginia) - Overwrite Variables &
" Update on Launch &
US East (Ohio)
SOURCE VARIABLES @ US West (Oregon)
1|---
US West (GovCloud)
& admin i) =/ 0]
INVENTORIES / AWS Javier Personal / SOURCES / CREATE INVENTORY SOURCE @

SOURCE VARIABLES ©

CREATE SOURCE
INSTANCE FILTERS
DETAILS SCHEDULES
Provide a comma-separated list of filter
expressions. Hosts are imported to AWX
* NAME DESCRIPTION * SOURCE when ANY of the filters match.
| AWS Javier ‘ ‘ ‘ Amazon EC2 Limit to hosts having a tag:
: h tag-key=TowerManaged
SOURCE DETAILS
CREDENTIAL REGIONS @ [INS/AN@F TRy Y>Y  Limit to hosts using either key pair:
( ; ( key-name=staging, key-
‘ Q ‘ AWS Personal Javier Al ] { e
ONLY GROUP BY @ VERBOSITY @ UPDATE OPTIONS e el e e Ee
[ { 1 (INFO) . 1 O Overwr{te ] ) with test:
Overwrite Variable

tagiName=test*

Update on Launcl

View the
for a complete list of supported filters.

-

Start the sync process:
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& admin i} & o

VIEWS

@ Dashboard )
AWS Javier Personal

‘/ DETAILS | PERMISS\ONS\‘ [ GROUPS 1 ‘/ HOSTS | {COMPLETEDJOBS}

ﬁ Schedules

BT s {SEARCH Q| [ Key | | svncau
RESOUREES SOURCES = TYPE &

(& Templates & AWS Javier Amazon EC2 s E @

&, Credentials
TEMS 1-1
IS Projects

&t Inventories

o> imenoryserpes (Lo ]
‘SEARCH Q { KEY ] .

ACCESS

E Organizations

NAME « TYPE @ ORGANIZATION & ACTIONS

Users
& O NXOS Inventory Default S B w

&5 Teams
& O Demo Inventory Inventory Default S & @

ADMINISTRATION

Credential Types & @ Customer 15VGs Inventory Default A
A Notifications I - AWS Javier Personal Inventory Default n w

& admin [i ) & (0]

VIEWS

@ Dashboard )
AWS Javier Personal

Jobs - N p - N —
| emais PERMISSIONS ] | aroups ] | Hosts [ COMPLETED JOBS ]
B8 schedules h . . h .
0 Myview | searcH Q { KEY 1 SYNCALL ] .
RESOURCES SOURCES = TYPE & ACTIONS
(& Templates & AWS Javier Amazon EC2 S 0w
&, Credentials
TEMs 1-1

= Projects

& Inventories

Click on hosts and check that the hosts are imported:

& admin i} & »

VIEWS

@ Dashboard )
AWS Javier Personal

[ DETAILS PERMISSIONS ‘ [ GROUPS 1 HOSTS SOURCES {COMPLHEDJOBS}
B8 schedules h S : : )

D yview {SEARCH Q] [ KEY ‘ RUN COMMANDS

RESOURCES HOSTS RELATED GROUPS ACTIONS

& Templates

€] P 778123585723 x| ami_3548444c X
8 crmntes e
platform_undefined % ] security_group_Cent0S_7_

B Projects x86_64___ with_Updates_H PR

34.245.182.76

VM_1805_01_AutogenByAW
SMP_

tag Name AWX Ansible % | type_t2_medium x
vpc_id_vpc_57defs31  x NI

&t Inventories
</> Inventory Scripts

ACCESS

ITEMS 1-1

ﬁ Organizations

You can check the latest sync details.
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& admin i} & o

INVENTORIES

e

VIEWS

@ Dashboard

INVENTORIES ‘ HOSTS

@ Schedules ‘SEARCH Q { KEY ‘
M My View NAME TYPE & ORGANIZATION #
RESOURCES & O NXOS Inventory Default
4
(& Templates & O Demo Inventory Inventory Default
&, Credentials
Inventory Default
= SYNC STATUS
Projects
- & Status  Last Sync Source Inventory Default

&ta Inventories o 16/6/2019 12:59:04

<[> Inventory Scripts

ACTIONS

S @ W

S @ W

S @ W

I'd w
Tews 1-4

& admin [} & (0}

INVENTORIES / AWS Javier Personal / HOSTS

VIEWS.

e

@ Dashboard i
AWS Javier Personal

‘ DETAILS PERMISSIONS ‘ { GROUPS J ‘ SOURCES ] ‘,COMPLHEDJOBS]

ﬁ Schedules
Dj My View ‘\SEARCH Q | KEY }
RESOURCES
HOSTS = RELATED GROUPS
4
34.245.182.76
&, Credentials V\EWMORE

|2 Projects

&4 Inventories

Select an inventory source by clicking the check

box beside it. The inventory source can be a
single host or a selection of multiple hosts.

RUN COMMANDS 1 .

ACTIONS

S w

ITEMS 1-1

In addition, you can run ad-hoc commands as shown below:

& admin [} & [0}

e

INVENTORIES / AWS Javier Personal / RUN COMMAND
VIEWS.
@ Dashboard
EXECUTE COMMAND
*MODULE @ ARGUMENTS @ LIMIT @

f) Schedules EERamEEE 9 | 3a2e58276 ]

Ch dul
M Myview 0ose a module

* VERBOSITY @ FORKS @

command ) .

RESOURCES ~
v DEFAULT ‘

shell | 0 (Norma) ) | J
& Templates

yum
% Credentials apt (7) ENABLE PRIVILEGE ESCALATION @
B Projects apt_key

. y

& Inventories 1 -
</> Inventory Scripts

Playbooks

In the following example, an AWS subnet is created.

This is the list of subnets before running my playbook:
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awg Services v Resource Groups v Q EleaCloud ~ eland v Support v
VPC Dashboard Create subnet [l N
« o # 0
Filter by VPC:
Q 1t060f6
Q
Name “  Subnet ID v State - VPC - IPv4 CIDR ~  Available IPv4 - IPv6 C
Virtual Private Cloud
subnet-5ceb3606 available  vpc-57def831 172.31.32.0/20 4090 -
Your VPCs )
subnet-07c8ab4f available vpc-57def831 172.31.16.0/20 4089 -
Subnets subnet-908¢1ff6 available  vpc-57def831 172.31.0.0/20 4091 -
Route Tables rancherjavier-eks-vpc-Subnet01 subnet-07a61d98ac1937f1f available  vpc-092f290841e514363 | ...  192.168.64.0/18 16379 -
Internet Gateways rancherjavier-eks-vpc-Subnet02 subnet-0e9993cfd0377c7ac available  vpc-092f29084e514363 | ...  192.168.128.0/18 16379 -
Egress Only Internet rancherjavier-eks-vpc-Subnet03 subnet-09b56879367de2d25 available vpc-092f290841e514363 | ... 192.168.192.0/18 16378 -
Gateways

For testing purposes, | am just including the values hardcoded.

aws-create-subnet.yam| — ansible-getting-started

aws-create-subnetyaml X

CHANGES

Lets create the template in AWX:

& admin (i) & (0]

= TEMPLATES / AWS Create Subnet [/
VIEWS
@ Dashboard
AWS Create Subnet
DETAILS PERMISSIONS NOTIFICATIONS COMPLETED JOBS SCHEDULES ADD SURVEY
@ Schedules
* NAME DESCRIPTION * JOB TYPE @ PROMPT ON LAUNCH
M MyView
AWS Create Subnet Run v
RESOURCES
* INVENTORY @ PROMPT ON LAUNCH * PROJECT @ * PLAYBOOK ©
Q. AWS Javier Personal Q. Ansible Training aws-create-subnet.yam| v
Credentials
CREDENTIAL @ PROMPTONLAUNCH  FORKS @ LIMIT © PROMPT ON LAUNCH
Projects
Q AWS Personal Javier % -
Inventories
* VERBOSITY @ ) PROMPTONLAUNCH  JOB TAGS @ ") PROMPTONLAUNCH  SKIP TAGS @ ™) PROMPT ON LAUNCH
<[> Inventory Scripts
1 (Verbose) v
ACCESS
. LABELS © INSTANCE GROUPS @ JOBSLICING @
. Organizations
Q L <
& Users
SHOW CHANGES @ ) PROMPTONLAUNCH  OPTIONS
ﬁ Teams
Enable Privilege Escalation @
'ADMINISTRATION Allow Provisioning Callbacks @
Enable Concurrent Jobs &
Credential Types Use Fact Cache @

Running the playbook:
NOTE: The output can be downloaded and shared:
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admin (i) &

= JOBS / 158 - AWS Create Subnet

Download Outpt
@ Dashboard AWS Create Subnet

DETAILS r 4 of
PLAYS @D TASks @D HOsTS @  ELAPSED A
STATUS ® Successful
B8 schedules STARTED 16/6/2019 14:06:55
SEARCH Q | KEY
FINISHED 16/6/2019 14:07:02
M My View
JOB TEMPLATE AWS Create Subnet - AV A Y
RESOURCES
JOBTYPE Run 1 Using /etc/ansible/ansible.cfg as config file
(& Templates 2
LAUNCHED BY i
admin v 3 PIAY [Create AWS Subnet] 14:07:00
&, Credentials INVENTORY AWS Javier Personal RAR R R AR AR AR R KA KRR R A
4
& Projects PROJECT ® Ansible Training v 5 TASK [Create AWS subnet for testing purposes] ***kxxkxxxkx  14:07:00
PLAYBOOK aws-create-subnetyaml B R L T T —
& Inventories -
CREDENTIAL AWS Personal Javier
</> Inventory Scripts
VERBOSITY 1 (Verbose)
ACCESS
EXTRAVARIABLES © [RZIYM JSON EXPAND
. Organizations i
& Users
ot
& Teams 7
8 PLAY RECAP 14:07:02

ADMINISTRATION
ek e ek ek

Credential Types

A text file with the output is generated:

R job.

Vsing /etc/ansible/ansible.cfa as config file

admin (i) =/

PLAY [Create AWS Subnet] skimmikiikiimiomikhkk kittkiokk kIR A AR

TASK [Create AWS subnet for testin 5] kR AR

VIEWS ged: [localhost] => {“cha subnet": {"assian_ipv6_address_on_creation
1 , “available_ip_address_count": 4991,
@ Dashboard .31.48. o false, “id ubnet-0ff 5763594975676 » Download Outpt
, | pY6_cidr_block association set': [l

o ,?V“la“e’ faosiilijita ansdhlez. blavs @B Tasks @) HOsTS @) ELAPSED @I & X

L2 LT ——————
B8 schedules locathost i o changed=1 unreachabl failed=0
Q | KEY
M My View
AV A Y
RESOURCES
sible/ansible.cfg as config file

(& Templates

AWS Subnet] 14:07:00
&, Credentials PRT——

IS Projects AWS subnet for testing purposes] **#x#xxkxkxx  14:07:00

aws-create-subnet.yam|

G AWS Personal Javier

VERBOSITY 1 (Verbose)

&4 Inventories

changed:

<[> Inventory Scripts

ACCESS

EXTRA VARIABLES @ EXPAND

. Organizations i

& Users

ﬁ Teams 7

ADMINISTRATION

PLAY RECAP 14:07:02
FRERREEREER IR IR IR R AR AR

@

Credential Types

The new AWS subnet is created:
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aws

VPC Dashboard
Filter by VPC:
Q Select a VPC

Virtual Private Cloud
Your VPCs

Subnets

Route Tables

Internet Gateways

Egress Only Internet
Gateways

DHCP Options Sets
Elastic IPs
Endpoints
Endpoint Services
NAT Gateways

Peering Connections

Security
Network ACLs

Security Groups

VIEWS

@ Dashboard

ﬁ Schedules

M My View

RESOURCES

Credentials
Projects

Inventories

Services v

Ansible AWX - Getting Started

Resource Groups v EleaCloud ~ eland v pport v
R o oo o

Q Filter by tags and attributes or search by keyword ISR itol7{ofi7amn

Name 4 SubnetID v | State ~| VPC ~ IPv4 CIDR ~ Available IPv4 ~ IPv6 CIDR
subnet-5ceb3606 available vpc-57def831 172.31.32.0/20 4090 -
subnet-07c8ab4f available vpc-57def831 172.31.16.0/20 4089 -
subnet-908c¢1ff6 available vpc-57def831 172.31.0.0/20 4091 -

@  ansible-training-javier subnet-0fff576359d97¢cc76 available  vpc-57def831 172.31.48.0/20 4091 -
rancherjavier-eks-vpc-Subnet01 subnet-07a61d98ac1937f1f available vpc-09229084fe514363 | ...  192.168.64.0/18 16379 -
rancherjavier-eks-vpc-Subnet02 subnet-0e9993cfd0377c7ac available  vpc-092f29084fe514363 | ...  192.168.128.0/18 16379 -
rancherjavier-eks-vpc-Subnet03 subnet-09b56879367de2d25 available  vpc-092f29084fe514363 | ...  192.168.192.0/18 16378 -

Subnet: subnet-0fff576359d97cc76 B Q=]
Description Flow Logs Route Table Network ACL Tags Sharing
Subnet ID  subnet-0fff576359d97cc76 State  available
VPC  vpc-57def831 IPv4 CIDR  172.31.48.0/20
Available IPv4 Addresses 4091 IPv6 CIDR -
Availability Zone  eu-west-1a (euw1-az1) Route Table rtb-1c024a65
Network ACL  acl-1b9b4062 Default subnet  No
Auto-assign public IPv4 address  No Auto-assign IPv6 address  No
Owner 778123585723
' . . . .
Let's take a glance of workflow templates and discuss how to inherit variables.
Click on Templates and add a new Workflow Template:
& admin i) 1=/ 0]
TEMPLATES @
TEMPLATES
Q KEY
Job Template
AWS Create Subnet with VPC ID  Job Template Workflow Template
ACTIVITY e
INVENTORY AWS Javier Personal
PROJECT Ansible Training f @ o
LAST MODIFIED 16/6/2019 22:58:22 by admin
LAST RAN 16/6/2019 22:58:22
Once the name is saved, click on Workflow Visualizer
& admin i) & 0]

TEMPLATES / AWS VPC & Subnet Creation

e

VIEWS
@ Dashboard
.+ Jobs

@ Schedules

M My View

RESOURCES

Credentials
Projects
Inventories
Inventory Scripts

ACCESS

n Organizations

& Users

AWS VPC & Subnet Creation

Click here to open the

workflow visualizer.

EXTRA VARIABLES ©

‘ (") Enable Concurrent Jobs @

‘ PERMISSIONS NOTIFICATIONS ‘ ‘ COMPLETED JOBS SCHEDULES
* NAME DESCRIPTION ORGANIZATION

AWS VPC & Subnet Creation \ || pefauit
LABELS ©@ OPTIONS

1 -

oncer | BENE
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| have created the workflow below:

WORKFLOW VISUALIZER | AWS VPC & Subnet Creation

a

START

TOTAL TEMPLATES €D ADD A TEMPLATE

Please hover over a template for additional options.

o AWS Create Subnet with VPC ...
AWS Create VPC

0 Send Email - ERROR

CLOSE

SAVE

In order to add templates, click over a template and select a job, project sync or inventory sync.

WORKFLOW VISUALIZER | AWS VPC & Subnet Creation

Q

START

AWS CREATE SUBNET WITH VPC ID

m PROJECT SYNC

TOTAL TEMPLATES @EB &

INVENTORY SYNC

KEY

NAME

AWS Create Subnet D
with VPC ID

AWS Create VPC INFO

AWS Create Subnet with VPC ... AWS Update Subnet

Name

INFO

AWS Create VPC
Demo Job Template INFO

O
o
o
O
O

Send Email - ERROR GCP Deploy VM INFO

< 2 3 > PAGE10F3 ITEMS 1-50F 11

*RUN
On Success -
Always

On Success

On Failure

CLOSE

SAVE

In order to pass the "vpc_id" from the AWS Create VPC playbook to "AWS Create Subnet with
VPC ID", you can use the "set_stats" module:
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yaml — ansible-getting-started

| aws-create-vpc.yaml X

ge (pre:

CHANGES

aws-create-subnet-with-vpcid.yaml — ansible-getting-started

ull aws-create-subnet-with-vpcid.yaml X

CHANGES

Let’s run the workflow.

This is the list of VPCs and subnets created.

aW§ Services v Resource Groups v A\ EleaCloud v Irela Support v
VPC Dashboard Actions v
o #
Filter by VPC:
)} 1to20f2
Q
Name VPC ID - State IPv4 CIDR IPv6 CIDR DHCP options set
rancherjavier-eks-vpc-VPC vpc-092f29084fe514363 available 192.168.0.0/16 - dopt-971c8df1
Your VPCs
vpc-57def831 available  172.31.0.0/16 - dopt-971c8df1
Subnets
Route Tables
Internet Gateways - -
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aws

- eland ~ Support ¥

es v Resource Groups v

VPC Dashboard Actions v ot @

Filter by VPC:

Filter by tags and attributes or search by keyword K < 1to60f6 > )
Q Select aVPC Q Fier by tag . Y key I 0 6 0 |
Name ~  SubnetID v | State ~ | VPC ~  IPv4 CIDR ~ | Available IPv4 ~ IPv6 CIDR
Virtual Private Cloud
subnet-5ceb3606 available  vpc-57def831 172.31.32.0/20 4090 -
Your VPCs ;
subnet-07c8ab4f available  vpc-57def831 172.31.16.0/20 4089 -
Subnets subnet-008¢1ff6 available  vpc-57def831 172.31.0.0/20 4001 -
Route Tables rancherjavier-eks-vpc-Subnet01 subnet-07a61d98ac19371f available  vpc-09229084fe514363 | ...  192.168.64.0/18 16379 -
Internet Gateways javier-eks-vpc-Subnet02 subnet: 377c7ac available  vpc-092f29084fe514363 | ...  192.168.128.0/18 16379 -
Egress Only Internet rancherjavier-eks-vpc-Subnet03 subnet-09b56879367de2d25 available vpc-09229084fe514363 | ...  192.168.192.0/18 16378 -
Gateways
DHCP Options Sets
Elastic IPs mEA

Running the workflow:

& admin i) & 0]

VIEWS
@ Dashboard
DETAILS £ © AWS VPC & Subnet Creation TOTALJOBS @B ELAPSED xR
STATUS © Running
@ Schedules STARTED 16/6/2019 23:13:00
KEY: === OnSuccess === On Fail == Always o Project Sync o Inventory Sync &
M My View FINISHED Not Finished
TEMPLATE AWS VPC & Subnet Creation

RESOURCES

LAUNCHED BY ~ admin

EXTRA VARIABLES @ EXPAND

-

@ Templates

&, Credentials
& Projects

&t Inventories
AWS Create VPC

</> Inventory Scripts

AWS Create Subnet with VPC ...

Send Email - ERROR
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o
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First job is successfully completed:

& admin i} & 0]

VIEWS

@ Dashboard
DETAILS £ © AWS VPC & Subnet Creation TOTALJOBS @B ELAPSED R
.+ Jobs STATUS Running
ﬁ Schedules STARTED 16/6/2019 23:13:00
KEY: === OnSuccess === On Fail == Always e Project Sync o Inventory Sync &
M My View FINISHED Not Finished
TEMPLATE AWS VPC & Subnet Creation

RESOURCES

LAUNCHED BY  admin

EXTRA VARIABLES @ EXPAND

F -

@ Templates

&, Credentials

. AWS Create Subnet with VPC ..
& Projects

. @ AWS Create VPC DETAILS
&t Inventories

<[> Inventory Scripts

Send Email - ERROR
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B organizations
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ADMINISTRATION

Now, the second job is also executed:
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e & O

& admin
VIEWS

@ Dashboard

DETAILS f @ AWS VPC & Subnet Creation TOTALJOBS @B  ELAPSED x
.5 Jobs STATUS ® Successful
ﬁ Schedules STARTED 16/6/2019 23:13:00
KEY: === On Success === On Fail == Always 0 Project Sync 0 Inventory Sync &

M MyView FINISHED 16/6/2019 23:14:03
RESOURCES TEMPLATE AWS VPC & Subnet Creation
@ Templates LAUNCHED BY  admin

EXTRA VARIABLES @ EXPAND
&, Credentials

1)me

@ AWS Create Subnet with VPC

|2 Projects

. ® Vs Create viC
&0 Inventories

Y ety s DETAILS
nventory Scripts
Y S<p! Send Email - ERROR

ACCESS

. Organizations

& Users

& Teams

ADMINISTRATION

The new VPC called "my-vpc" is created.

aws Services v Resource Groups v * Q EleaCloud v Ireland ~ Support ¥
VPC Dashboard Create VPC JTCLERY
reate ctions o % 0
Filter by VPC:
Q Select aVPC Q Filter by ta d attributes or search by keyword 1to30f3
Name ~ VPCID « State - IPv4CIDR IPv6 CIDR DHCP options set M
Virtual Private Cloud
my-vpc vpc-059a102eda652016f available 10.0.5.0/24 - dopt-971c8df1 it
‘Your VPCs
| rancherjavier-eks-vpc-VPC vpc-092f29084fe514363 available  192.168.0.0/16 - dopt-971c8df1 rit
Subnets vpe-57def831 available  172.31.0.0/16 - dopt-971c8df1 it
Route Tables
Internet Gateways [N =R =]

Egress Only Internet
Gateways

A new subnet called "ansible-training-javier" is also provisioned in the VPC created in the same
workflow.

aws Services v Resource Groups v * Q EleaCloud v Ireland ~ Support v
VPC Dashboard Create subnet Actions v
o % 0
Filter by VPC:
Filter by tags and attributes or search by keyword 1to7o0f7
Q Select a VPC Q Y
Name ~  Subnet ID v | State ~( VPC ~ IPv4 CIDR ~ Available IPv4 - IPv6 CIDR

Virtual Private Cloud

subnet-5ceb3606 available vpc-57def831 172.31.32.0/20 4090 -
Your VPCs B

subnet-07c8ab4f available  vpc-57def831 172.31.16.0/20 4089 -
Subnets subnet-908c1ff6 available  vpc-57def831 172.31.0.0/20 4091 -
Route Tables ®  ansible-training-javier subnet-0d0441a756bdac27d available  vpc-059a102edaB52016f |...  10.0.5.0/25 123 -
Internet Gateways rancherjavier-eks-vpc-Subnet01 subnet-07a61d98ac1937f1f available  vpc-092f29084fe514363 | ...  192.168.64.0/18 16379 -
Egress Only Internet ks-vp bnet02 subnet-0s 377c7ac available vpc-092f29084fe514363 | ... 192.168.128.0/18 16379 -
Gateways rancherjavier-eks-vpc-Subnet03  subnet-09b56879367de2d25 available  vpc-092f290841e514363 | ...  192.168.192.0/18 16378 -
DHCP Options Sets
Elastic IPs Subnet: subnet-0d0441a756b4ac27d _N_R=]
Endpoints Description Flow Logs Route Table Network ACL Tags Sharing
Endpoint Services
NAT Gateways SubnetID  subnet-0d0441a756bdac27d State  available

VPC  vpc-059a102eda652016f | my-vpe IPVACIDR  10.0.5.0/25
Peering Connections B
Available IPv4 Addresses 123 IPV6CIDR -
) Availability Zone  eu-west-1a (euw1-az1) Route Table  rtb-0c0ca00629¢1a3470

Security Network ACL  acl-083d8d3a038ba686c Default subnet  No
Network ACLs Auto-assign public IPv4 address  No Auto-assign IPv6 address  No
Security Groups Owner 778123585723
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Deploying to Google Cloud Platform

Inventory

You will need to install additional packages in order to gather information about GCP-based
hosts:

pip install requests google-auth apache-libcloud

First, you have to create a new service account for Ansible. Open the Google Cloud dashboard
and select your project from the top header.

Select IAM & admin then go to the Service Accounts section. You can create a new service
account by clicking on the Create Service Account button at the top.

From the pop-up, we can create a service account and download the JSON credentials file as
shown below.

Google Cloud Platform 8 AWX-Javier-001 ¥

e IAM & admin Service accounts + CREATE SERVICE ACCOUNT @ DELETE SHOW INFO PANEL
+# 1AM . . ) N i
Service accounts for project AWX-Javier-001
©  Identity & Organisation A service account represents a Google Cloud service identity, such as code running on Compute Engine VMs, App Engine apps, or systems running outside Google. Learn more
B  Organisation policies
= Filter table ) m
B Quotas 0O  Emai Name 4 Description Key ID Keycreationdate  Actions
o3  Service accounts O o3 ansible@awxavier- ansible Ansible 9aal1236c2dd1e67938ab3503ea2b72a7d3b6fdle 31 May 2019
001.iam.gserviceaccount.com access
©  Labels O  e3 575143752725 Compute No keys
i com  Engine

& Settings default

» ) service
@  Privacy & Security p—.

Considering Ansible Engine, once we have the credentials we should put them in roles/gce/
vars/secrets.ymi:

gs_access_key: XXXXXXXXXXXXXXXXXX
gs_secret_key: XXXXXXXXXXXXXXXXXX

Now, we encrypt them:

$ ansible-vault encrypt roles/gce/vars/secrets.ym|

From AWX perspective, the configuration is similar to AWS.

Click on credentials and choose Google Compute Engine.
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& jbaltar (i) & »

CREDENTIALS / CREATE CREDENTIAL )
SELECT CREDENTIAL TYPE
bashboard NEW CREDENTIAL x
obs —— I KEY
[ S
*NAME @ NAME = DRGANIZATION @

My View O Amazon Web Services Q| SELECT AN ORGANIZATION }

* CREDENTIAL TYPE © O Ansible Tower

#  Templates
Q | SELECT A CRED @ Google Compute Engine

Credentials
O Insights
O Machine
Inventories
Inventory Scripts CREDENTIALS <l 2[3|>] PacE1OF3 ITEMS 1-5OF 14

SEARCH CANCEL SELECT

NAME ~ m ACTIONS

Organizations

Add the service account details retrieved from the file downloaded:

Once the credential is saved, it is automatically encrypted.

& jbaltar [i ) & o

CREDENTIALS / EDIT CREDENTIAL ‘”‘,‘
VIEWS

@ Dashboard Google Cloud Personal Account jbaltar

Jobs
DETAILS PERMISSIONS

B schedules
*NAME @ DESCRIPTION @ ORGANIZATION

D myview [Googlecloud PersunalAccountjba\tar\ ] Q| Fulcanelli Corporation

RESOURCES

* CREDENTIAL TYPE @

& Templates

© E Q| Google Compute Engine

&, Credentials

TYPE DETAILS
&S Projects * SERVICE ACCOUNT EMAIL ADDRESS @ PROJECT @ SERVICE ACCOUNT JSON FILE @
& Inventories ansible@awx-javier-001.iam.gserviceaccount.com awx-javier-001 =
<[> Inventory Scripts * RSA PRIVATE KEY @
ACCESS ENCRYPTED
B organizations
REPLACE

& Users

& Teams

ADMINISTRATION
CANCEL SAVE

You can generate a ssh key for Ansible and uploaded it to the Google Cloud console:
Click on Compute Engine > Metadata > SSH Keys and add the new key.
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The inventory configuration is similar to the one we did for AWS.

Click on Inventories > Sources and add a Google Compute Engine source type.

& admin i) & 0]

INVENTORIES / GCP Personal Javier / SOURCES "",‘

ETS

Dashboard
® GCP Personal Javier
2% Jobs

DETAILS PERMISSIONS GROUPS HOSTS SOURCES COMPLETED JOBS

£ schedules
m My View KEY SYNCALL
(EORRES SOURCES * TYPE ACTIONS
(& Templates & GCP Google Compute Engine S T mw

&, Credentials
TEMS 1-1
& Projects

INVENTORIES HOSTS
<[> Inventory Scripts -

As an example, the following playbook launched a new VM in GCP.

- name: Create Google Cloud VM
hosts: localhost
gather_facts: no
connection: local

vars:
machine_type: n1-standard-1
image: centos7

service_account_email: ansible@awx-
Javier-001.iam.gserviceaccount.com

credentials_file: /home/googlecloud/playbooks/key.json
project_id: AWX-Javier-001

tasks:
- name: Launch VM
gce:

instance_names: instance-1
machine_type: "{{ machine_type }}"
image: "{{ image }}"
service_account_email: "{{ service_account_email }}"

credentials_file: "{{ credentials_file }}"

project_id: "{{ project_id }}"
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Running the playbook, the new virtual machine is created:

Google Cloud Platform

{e} Compute Engine VM instances [} CREATE INSTANCE & IMPORT VM C REFRESH START SHOW INFO PANEL @ LEARN

B VMinstances

T Filter VMinstances

Columns ~
4  Instance groups
Name ~ Zone Creation time Machinetype ~ Recommendation Inuseby  Internal IP External IP Connect
Instance templates
O awx europewest3-c 30 May2019,12:5425  2VCPUs,2GB 10.156.0.2 (nic))  None ssH v i
S lErantpoube @ instance-1  europewest3c 30 May2019,14:06:02  1vCPU,1GB 1015603 (nic) 3524625525  SSH ~ i

Disks
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